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Thermal Investigation Into
Power Multiplexing for
Homogeneous Many-Core
Processors
In this paper, a proactive thermal management technique called “power multiplexing” is
explored for many-core processors. Power multiplexing involves redistribution of the
locations of active cores at regular time intervals to obtain uniform thermal profile with
low peak temperature. Three different migration policies namely random, cyclic, and
global coolest replace have been employed for power multiplexing and their efficacy in
reducing the peak temperature and thermal gradient on chip is investigated. For a given
migration frequency, global coolest replace policy is found to be the most effective among
the three policies considered as this policy provides 10 �C reduction in peak temperature
and 20 �C reduction in maximum spatial temperature difference on a 256 core chip.
Power configuration on the chip is characterized by a parameter called “proximity
index” which emerges as an important parameter to represent the spatial power distribu-
tion on a chip. We also notice that the overall performance of the chip could be improved
by 10% using global multiplexing. [DOI: 10.1115/1.4006012]
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1 Introduction

In the field of computing, we have already witnessed the critical
transition from single core processors to multicore processors in
the last 5–6 years to address the growing demands of higher per-
formance and faster computing. This trend has been so steep that
the number of cores on a single die, that are commercially avail-
able in the market, has already reached up to six on desktop CPUs
(�Intel and AMD chips) [1,2]. Server and workstation processors
have even higher number of cores per die. Graphic chips by NVI-
DIA and AMD already have hundreds of parallel processing units
on a single die [3]. The current multicore architectures and pro-
gramming models are suitable for 2–32 core processors but with
the strong potential of parallel computing, the transition from mul-
ticore to many-core is imminent where the number of cores on a
single chip is expected to reach in hundreds or even thousands per
single processor die [4–6]. Such large-scale integration and very
high power densities will bring a significant challenge of heat dis-
sipation which is likely to act as first order constraint for many-
core chip design. The traditional air-cooling devices begin to
reach their flow and acoustic limits for very high power density
(�1.5 W/mm2) apart from being highly inefficient from economic
point of view when applied to many-core technology [7–10].

Spatiotemporal nonuniformity in the thermal field on chip due to
uneven workload distribution among the cores is detrimental to both
performance and reliability [11]. The leakage power increases expo-
nentially with temperature resulting in higher power dissipation and
cooling costs [12–14]. Proximity of high temperature zones
(�hotspots) on chip affects peak temperature and it needs to be opti-
mized to improve thermal performance (rise in temperature per unit
power) of multicore processors [15]. For a small feature size (�15
nm node technology) chip, thermal coupling between the neighboring
cores is highly pronounced and leads up to 65% temperature overhead
[12]. Hence, spatially optimized power dissipation on chip becomes

very important for many-core processors. A uniform on-chip temper-
ature distribution and low peak temperature can be obtained by effi-
cient heat redistribution techniques which in turn can improve
energy-efficiency and coefficient of performance (�compute/cooling
power) [16,17]. This brings new opportunities for the dynamic ther-
mal management (DTM) techniques and their role to address the new
challenges of power dissipation issues for many-core processors
becomes very critical. Many dynamic thermal management techni-
ques have been explored such as clock gating, dynamic voltage and
frequency scaling, and thread migration for single and multicore pro-
cessors [11,18–23]. All these methods have power and performance
overheads apart from the hardware and software implications.

The DTM techniques mentioned above are based on the “reactive”
approach which rely on either reducing amount of dissipated energy
or redistributing the energy over chip area (thread migration) only
when the chip temperature rises above the stipulated temperature
threshold. The temperature threshold could be set arbitrarily low to
control the migration frequency in a traditional DTM technique.
However, the peak temperature on chip may reach the threshold value
frequently during moderate to high workload, and hence these techni-
ques can have the adverse effects on the performance. The peak and
average temperature on the chip can be lowered by a proper use of
otherwise idle or underutilized cores, if the workload is redistributed
among all the cores at regular intervals instead of waiting for the peak
temperature to cross threshold value and then apply a DTM tech-
nique. This approach is defined as “proactive” thermal management.
These proactive methods can be utilized as a supplementary approach
to the reactive methods for effective thermal management of many-
core processors. Our previous work suggested that significant reduc-
tion in peak temperature and higher thermal uniformity on a many-
core chip can be achieved using power multiplexing technique
[17,24]. To the best of our knowledge, no detailed investigation into
power multiplexing has been performed to explore and understand
the thermal physics behind the application of this technique for many-
core processors. The insights from the thermal physics analysis could
form the basis of designing effective migration policies.

In the present work, a detailed 3D thermal model of an elec-
tronic package and attached cooling devices has been developed
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to explore the thermal response of a homogeneous 256-core proc-
essor chip, while investigating and comparing three power multi-
plexing policies: random, cyclic, and global coolest replace. The
effect of migration frequency on peak temperature and thermal
profile on chip, and limits of thermal performance using different
policies have been investigated. Finally, performance improvement
at different multiplexing frequencies is discussed, and an index is
presented to characterize and understand the on-chip power configu-
rations obtained during application of different migration policies.

2 Thermo-Fluidics System and 3D Modeling

In order to accurately analyze the effect of power multiplexing
on on-chip thermal profile, a detailed 3D fluidics and thermal
modeling of an electronic package and attached cooling system
has been performed using finite volume method based commercial
solver ANSYS FLUENT [3]. The computational domain is comprised
of a flow tunnel, a heat sink, a heat spreader, the thermal interface
material (TIM), a chip, and a substrate (Fig. 1). Approximately
450 K hexahedral cells are considered for the electronic package;
grid independence tests with approximately 1000 K cells show
less than 0.5 K change in chip temperature and verify that these
cells are sufficient for further simulations. The properties of the
various components of the system are listed in Table 1. The
dimensions of chip are 12 mm� 0.5 mm� 12 mm (along x, y,
and z directions) and the typical size of a grid cell inside chip is
0.375 mm� 0.1 mm� 0.375 mm. A predictive tile-type homoge-
neous 256-core processor is considered, where the cores are
arranged in a 16� 16 2D array and each core is assumed to have
its own local cache operating at 3 GHz clock frequency. The total
power dissipation on the chip is considered to be 128 W. The
power dissipation value has been selected based on the prediction
by International Technology Roadmap of Semiconductor for 16
nm node technology [25]. Our model considers 2 W of power dis-
sipation in each active core which is reasonable for cores with 16
nm node technology running at 3 GHz. A detailed discussion of
the core power estimation can be found in Ref. [24].

A uniform velocity profile at the inlet of the air flow tunnel is
considered with constant velocity of 5 m/s. An outflow boundary
condition is imposed at the outlet of the tunnel and no-slip bound-
ary condition is imposed at all four walls of the tunnel and outer
surfaces of the electronic package (Fig. 1(a)). The flow inside the
tunnel is turbulent as Reynolds number based on the inlet flow
rate and tunnel width is greater than 20,000. As accurate turbulent
flow computations are not critical in the present study, we use
Spalart–Allmaras turbulence model [26] which is a simple one-
equation model and appropriate for applications involving wall-
bounded flows and for avoiding fine meshing near the wall. We
consider SIMPLE scheme for pressure–velocity coupling, implicit
scheme for transient formulation, and second order upwind
scheme for the discretization of all governing equations [27]. The
characteristic timescale (s) of the system, defined as the thermal
diffusion time from the chip to ambient, is used to normalize tem-

poral variables and parameters. We estimated that this timescale
is approximately 0.1 s.

3 Power Configurations and Multiplexing

Power configuration is defined as a particular distribution of
power dissipating “active” cores on the chip. For a fixed number
of active cores, the different permutations of the locations of active
cores lead to different power configurations which in turn yield
different temperature profiles and which have direct effect on the
size, location, and the peak temperature of the hot spots on the
chip. Power multiplexing offers an approach that can be utilized
for the dynamic thermal management of many-core processors.
This technique involves the change in power configuration of chip
at the specified time intervals to spread the power envelope on the
chip. The guiding rules which drive the change in power configu-
ration are referred to as the migration policy. The specified time
interval at which this migration takes place is termed as timeslice.
A smaller timeslice corresponds to faster multiplexing. Timeslice
is typically chosen such that it is smaller than the characteristic
time scale (s) of the system. Here, s is defined as the thermal diffu-
sion time from the chip to ambient. This criterion for the timeslice
selection is based on the requirement that the 2D effects of power
multiplexing need to be realized faster than the 3D thermal diffu-
sion in order to get full advantage of multiplexing. It can be argued
that power multiplexing will not be useful when the computational
workload on the processor is 100%. But, typically only a fraction
of the total number of cores is used for the compute work and rest
are free of workload such that they can take up the workload from
the busy cores during migration. The workload may differ from
one core to the other even when all the cores are active. So, the
power dissipated by different cores would not be the same. This
scenario would again allow power multiplexing to play a useful
role as the cores with high power dissipation can exchange the
workload with the cores having low power dissipation. Thus, over-
all this approach is expected to play a useful role in all workload
situations. For the most of our analysis, we have considered partial
workload of 25% such that only 64 out of 256 cores are active
(power dissipating) at a given time. Three migration policies
explored in the present study are described next.

Random Migration Policy. According to this policy, an arbi-
trary set of cores is activated at each migration step, but the total

Fig. 1 (a) Flow tunnel with a heat sink and an electronic package used for the thermal model-
ing. (b) Schematic of the heat sink and electronic package of the multicore processor which
includes heat spreader, TIM, chip, and substrate (view along the direction of inlet flow).

Table 1 Properties of the components of the system

Component Material q (kg/m3) cp (J/kg K) k (W/mK)

Heat sink Copper 8978 381 387.6
Heat spreader Aluminum 2719 871 202.4
TIM Grease 2550 700 4
Chip Silicon 2330 712 141.2
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number of active cores remains constant. This policy involves random
redistribution of all active cores at each migration step. So, it might
be the most difficult policy from the implementation perspective.

Cyclic Migration Policy. For the cyclic policy, the 256 cores on
the chip are grouped into smaller blocks of 2� 2 cores. The active
cores are assigned in a checkerboard configuration and shifted in a
circular fashion at each timeslice maintaining checkerboard config-
uration. This policy also requires redistribution of all cores at each
migration step. However, the level of complexity is less than that of
the random policy as migration of cores is predefined.

Global Coolest Replace Migration Policy. The basic working
principle behind the global coolest replace policy (also referred as
global policy) is to exchange the workload from the hottest cores
to the coolest ones at each timeslice. The “global coolest replace”
is a semiproactive policy as it requires information about the in-
stantaneous temperature of all cores at each migration step. This
policy may not require migration of all cores at each migration
step.

4 Results and Discussion

4.1 Effect of Migration Policies

Random Policy. We study four cases to illustrate the impact of
random multiplexing and timeslice variation on peak temperature
and thermal profile: (i) fixed random power configuration, (ii) ran-
dom multiplexing with timeslice¼ 0.033s, (iii) random multiplex-
ing with timeslice¼ 0.0033s, and (iv) uniform power distribution.
First three cases represent without multiplexing, slower multiplex-
ing, and faster multiplexing, respectively. The fourth case is a ref-
erence for the other cases and it can help compare thermal effects
of random power multiplexing for different timeslices. The time-
slices 0.033s and 0.0033s correspond to 10,000 K and 1000 K
clock cycles, respectively, considering 3 GHz as operating fre-
quency of the chip.

Results indicate that the random power multiplexing reduces the
peak temperature and brings more uniformity in the thermal profile
of the chip. The peak temperature reduction and uniformity of
thermal profile depend on the timeslice. Faster multiplexing accom-
panies with higher reductions in the peak temperature (Tmax)
(Fig. 2(a)) and the maximum spatial temperature difference
(Tmax�Tmin) (Fig. 2(b)). The reductions in Tmax and (Tmax� Tmin)
at the chip reach toward 10 �C and 15 �C, respectively, as we apply
extremely fast (i.e., very small timeslice) random multiplexing.
However, it should be noted that the decrease in the timeslice
adversely affects the overall chip performance due to migration
overhead, and hence, there is a trade-off which requires significant
attention while selecting suitable timeslice. A graphic comparison
of the thermal profile on the chip at time instant, t¼ 6.6 s, for the
cases (i), (ii), and (iii) is shown in Fig. 3 which shows that faster
the multiplexing higher the uniformity in thermal profile on the
chip.

Cyclic Policy. We again consider four cases: (i) fixed checker-
board power configuration, (ii) cyclic multiplexing with
timeslice¼ 0.033s, (iii) cyclic multiplexing with timeslice¼
0.0033s, and (iv) uniform power distribution. The relevance of
these four cases is same as that explained for random policy.

Results indicate that the cyclic policy reduces the peak temper-
ature (Fig. 4(a)) but the temperature reduction is only 3 �C even
for the limiting case (uniform power distribution) of this policy.
This small reduction can be attributed to the pre-existing checker-
board configuration. The spatial temperature difference across the
chip is significantly lowered by the cyclic multiplexing (Fig.
4(b)). The maximum reduction in (Tmax� Tmin) is about 7 �C
which is substantial compared to the peak temperature reduction.
A graphic comparison of the effect of timeslice on multiplexing is
shown in Fig. 5. For a fixed configuration, small hotspots tend to
show up but thermal profile becomes more uniform as cyclic mul-
tiplexing becomes faster.

Global Coolest Replace Policy. Global policy is intrinsically
different from the previous two policies in two ways. First, it takes
decisions based on the instantaneous chip temperature. Second,
fewer active cores are involved during the multiplexing at each
timeslice. The two important parameters for this policy that may
affect the thermal profile on chip are the timeslice and the number
(N) of hot cores that are swapped with the equal number of cool
cores. Please note that here the swapping of cores means swap-
ping of workload on the respective cores.

In order to analyze the effect of timeslice we consider five cases
here (i) fixed random power configuration, (ii) multiplexing with
timeslice¼ 0.33s, (iii) multiplexing with timeslice¼ 0.033s, (iv)
multiplexing with timeslice¼ 0.0033s, and (v) uniform power dis-
tribution on chip. First four cases represent no multiplexing, slow,
medium, and fast multiplexing, respectively. The last case is just a
reference case and unlike the previous two policies, it does not
represent an extremely fast multiplexing for the global policy.

Fig. 2 Effect of timeslice variation on (a) peak temperature and (b) spatial temperature differ-
ence for random multiplexing. The top and bottom curves in both figures correspond to no mul-
tiplexing and uniform power, respectively. 25% cores are considered to be active with total
power 5 128 W.

Fig. 3 Thermal profile on 256 core chip at time instant, t/
s 5 6.6, for (a) no multiplexing, (b) multiplexing with
timeslice 5 0.033s, and (c) multiplexing with timeslice 5 0.0033s
using random core migration policy. 25% active cores with total
power 5 128 W.
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Here, we keep N¼ 1 for all the three timeslices which means that
only a pair of cores are involved during the multiplexing at each
timeslice.

Global policy shows significant improvement in thermal profile
even for the timeslices which are greater than the characteristic
time (s). This behavior underscores the intrinsic intelligent nature
of the policy which is further substantiated by the fact that the
peak temperature reduction of about 10 �C is observed for
the slow multiplexing (timeslice¼ 0.33s) at t¼ 6.6s (Fig. 6(a)).
The decrease in timeslice has very little impact on the peak tem-
perature reduction after t¼ 4s.

A significant reduction (�20 �C) in maximum spatial tempera-
ture difference (Tmax–Tmin) is observed for fast multiplexing
(Fig. 6(b)) which remains almost constant in time. This response
of global multiplexing is very encouraging since peak temperature
is reduced almost by the same amount as that obtained in
uniform power distribution case even for slow multiplexing
(timeslice¼ 0.33s). Moreover, the reduction in maximum spatial
temperature difference for the fast global multiplexing
(timeslice¼ 0.0033s) surpasses the reference case by almost 4 �C.
A high degree of thermal uniformity (Fig. 7) can be achieved
using global multiplexing even for a very slow multiplexing

(timeslice¼ 0.33s) and further decrease in timeslice to 0.033s
does not lead to much difference in the uniformity of the thermal
profile on chip.

This behavior is very important from policy formation perspec-
tive as it suggests that mere uniform distribution of power may
not yield the optimal results for thermal profile. By analyzing the
power map at each migration step, we find that the global coolest
policy ingeniously places the active cores away from the center of
the chip such that it not only reduces peak temperature by a signif-
icant amount but also reduces thermal nonuniformity. The results
heavily advocate the strength of global policy.

In the previous paragraphs, we discussed the effect of timeslice
for N¼ 1, i.e., only one pair of cores (the hottest and the coolest)
are involved during global multiplexing. We study the effect of
variation in N considering two cases (i) N¼ 1, and (ii) N¼ 4 for
timeslice of 0.33s and 0.033s. Intriguingly, changing N does not
bring any significant change in the peak temperature variation for
a given timeslice (Fig. 8(a)). However, high fluctuations are
observed for slow multiplexing (timeslice¼ 0.33s) especially for
N¼ 4. A possible reason for this behavior could be the proximity
of the coolest cores which are to be swapped with the hottest cores
giving rise to higher peak temperature as the hottest cores lie close
to each other even after the migration. In Fig. 8(b), we show the
effect of N on variation of spatial temperature difference. Here,
we also observe that the spatial temperature difference remains
almost constant in time for both N¼ 1 and N¼ 4 for faster multi-
plexing (timeslice¼ 0.033s). However, we notice greater fluctua-
tions for slow multiplexing (timeslice¼ 0.33s); the amplitude of
the fluctuations increases as N is increased. It can be inferred from
the results that N¼ 1 is sufficient for global policy to achieve
favorable thermal profile.

4.2 Comparison of Policies. So far we have discussed the
thermal performance of different policies and studied the effect of
variation of different relevant parameters. The three policies dis-
cussed above have one common feature which is the simplicity of
the guiding principles for core migrations. However, these poli-
cies significantly differ from the implementation and thermal per-
formance perspectives. Each policy has its own advantages and

Fig. 5 Thermal profile on a chip for cyclic policy at t 5 6.6s for
(a) timeslice 5 0.0033s, (b) timeslice 5 0.033s, and (c) no change
in configuration. Higher spatial thermal uniformity can be
observed for high frequency of multiplexing. 25% active cores
with total power 5 128 W.

Fig. 6 Effect of timeslice variation on (a) peak temperature and (b) spatial temperature differ-
ence for global multiplexing. 25% cores are considered to be active with total power 5 128 W.

Fig. 4 Effect of timeslice variation on (a) peak temperature and (b) spatial temperature differ-
ence for cyclic multiplexing. 25% cores are considered to be active with total power 5 128 W.
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limitations. We enlist a few categories under which these policies
can be compared.

The Thermal Effect. Thermal performance of different policies
is adjudged here by the degree of reductions in the peak tempera-
ture and the spatial temperature difference for a fixed
timeslice¼ 0.033s. Figure 9(a) shows peak temperature variation
with time for different policies with few special cases. Cyclic pol-
icy shows better performance compared to random policy but
global coolest replace policy shows much better thermal perform-
ance compared to the random and cyclic policies in terms of
higher peak temperature reduction and better thermal uniformity
on the chip (Fig. 9(b)). A graphic comparison of the thermal pro-
file on chip can be seen in Fig. 10 for the three policies and it can
be noticed that global policy easily outperforms the other policies.

Implementation. Random policy would require a simple ran-
dom number generator to identify next set of cores at each migra-
tion step which is considerably an easy option from the
implementation perspective. Cyclic policy rotates the arrays of
active cores in cyclic fashion; this policy can also be implemented
without much complexity since the migration sequence is prede-
fined and simple. In contrast, global coolest policy requires the
temperature measurement at multiple points on chip in real time
as it needs a sorted list of cores based on the instantaneous tem-
perature. Therefore, fast on-chip thermal sensors will be an impor-
tant requirement for this policy.

Migration Traffic. Random and cyclic policies involve migra-
tion of all cores at each migration step. In random policy, this
active core migration could be highly complex as power configu-
ration changes randomly from one set of active cores to another.
In cyclic case, this migration is more systematic but nonetheless
all the cores are involved in the migration. Global coolest policy
has great advantage in this aspect since migration of only a pair of

cores may be sufficient to get best reduction in peak temperature
and uniformity in temperature profile.

4.3 Proximity Analysis. We already discussed that the peak
temperature may vary depending upon the power configuration.
This means that each power configuration may have some charac-
teristic which can be directly related to the peak temperature. We
define one such characteristic named “proximity index” which
can be calculated by adding up the relative distances between the
active cores.

Proximity index ¼
X

i;j

0:5� ~ri �~rj

�� �� (1)

where ~ri and ~rj are the position vectors of the active cores such
that 1 � i; j � 64 as we consider 25% active cores. Proximity
index represents the degree of proximity of active cores, i.e.,
higher proximity index corresponds to more sparsely located
active cores. We observe that the peak temperature (Tmax)
decreases linearly with the proximity index under steady state
conditions without multiplexing (Fig. 11). A band of Tmax values
has been observed for a given proximity index, which can be
attributed to the finite size of the chip and also to the geometrical/
thermal features of the 3D electronic package and the attached
cooling solution. Despite these effects, the peak temperature is
observed to be strongly correlated to the proximity index of the
active cores which indicates that this index is an important metric
to represent the thermal interaction of active cores.

The peak temperature behavior of the migration policies can
also be understood using proximity index. The power configura-
tions corresponding to the random policy cover the entire range of
proximity index as any power configuration is probable due to the
random re-arrangement of the active cores on the chip. All check-
erboard configurations can be represented by a single point (solid
ellipse in Fig. 11). These configurations have high proximity
index and corresponds to low Tmax. This is consistent with our
analysis using cyclic multiplexing which shows that this policy
does not yield much advantage in reducing Tmax as initial checker-
board configurations have a good arrangement of active cores.
The checkerboard configuration seems to be an ideal power con-
figuration as active cores are placed alternatively in a uniform
fashion, but we observe other power configurations obtained by
global policy can lead to even lower Tmax (see Fig. 11). The power
configurations for the global policy (points in dashed ellipse) are
obtained after employing global multiplexing for significantly
long time. Global policy places the active cores in the checker-
board fashion near the edges, while keeping very few active cores
near the center leading to an optimal power profile. This policy
uses the current temperature distribution to decide the next power
configuration and has the potential to include the effect of both ge-
ometrical and thermal properties of the 3D system and therefore
lead to great improvement in the on-chip thermal profile. Peak
temperature difference between the checkerboard and global con-
figurations is about 2 �C as shown in Fig. 11. In transient case,

Fig. 8 Effect of variation in number of swapped cores (N) on (a) peak temperature and (b)
spatial temperature difference for global multiplexing. 25% cores are considered to be
active with total power 5 128 W.

Fig. 7 Thermal profile on a chip for global coolest replace pol-
icy at t/s 5 6.6 for (a) no multiplexing, (b) timeslice 5 0.33s, and
(c) timeslice 5 0.033s. Significant improvement in the uniformity
of the thermal profile can be observed from case (a) to case (b).
25% active cores with total power 5 128 W.
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when power multiplexing is employed, the difference between the
peak temperatures obtained by cyclic and global policies increases
to 4 �C at t¼ 6.6s for timeslice¼ 0.033s; this difference will further
increase with time during multiplexing. These results indicate that
the effect of power multiplexing approach has two important com-
ponents, (a) the first one is spatial which is related with the power
configurations and (b) the second one is the transient which corre-
sponds to the interaction of active cores with themselves and the
rest of the 3D system due to the switching of power in time. Even
though the proximity index turns out to be a relevant representation
of the power configurations and hence the spatial effects, the spatial
and transient effects are not decoupled to each other. The design of
any effective power multiplexing needs to consider these spatial-
temporal effects together indicating that other representative param-
eters similar to “proximity index” are probable [28–30].

4.4 Performance Overhead Analysis. As discussed earlier,
power multiplexing improves the thermal profile on the chip

which in turn allows operation in a higher frequency range. A
higher clock frequency improves the performance for a con-
stant number of execution cycles. However, multiplexing is
also associated with additional time necessary for migration of
the threads which negatively affects the performance. There-
fore, in order to demonstrate the overall impact of power mul-
tiplexing on the performance, we combine the two effects and
present a first order analysis. We define effective timeslice
including migration time. We consider the migration time over-
head as follows:

Teff ¼ Ttimeslice þ Tmigrate (2)

where Teff is effective timeslice, Ttimeslice is originally defined
timeslice and Tmigrate is total time for power migration. As migra-
tion time increases, migration overhead increases and overall per-
formance degrades more. On the other hand, a faster migration
leads to reduced maximum chip temperature. It is well-known
that a lower peak temperature results in higher operating speed of
the logic circuits. For a many-core chip the operating frequency is
determined by the slowest core. Hence, a lower peak temperature
of the chip will result in a faster operating speed, i.e., higher clock
frequency. A higher clock frequency has a positive impact on per-
formance. Therefore, we define effective performance improve-
ment (PI) for a given migration interval (Tmigration) as

PI ¼ Ttimeslice

Ttimeslice þ Tmigrate

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Tnorm

� fmod

fnom|{z}
fnorm

(3)

where fnom is nominal operating frequency, fmod is the modified
operating frequency which reflects thermal field improvement,
fnorm is the normalized operating frequency, and Tnorm is the nor-
malized timeslice with respect to effective timeslice. Note that
Tnorm represents the impact of migration on the number of cycles
required to complete a given task, while fnorm represents the
impact on frequency of each cycle. We have evaluated the impact
of migration on the above mentioned performance improvement
index. We have considered different migration intervals and esti-
mated the peak temperature. The operating frequency of a ring-
oscillator in 16 nm node was estimated at different temperatures
using circuit simulation as described in Ref. [24] and used to com-
pute fnorm. Next, we have used the experimental results presented
in Ref. [31] to obtain a simple estimate of the number of cycles
required to perform thread migration. This is next used to compute
the Tnorm considering different migration interval. It is expected
that a faster migration will reduce Tnorm but it will increase fnorm.
Therefore, the combined effect shows interesting trend as pre-
sented in Fig. 12. Analysis shows that fnorm effect dominates for
slow (0.33s) and medium (0.033s) power multiplexing which give
10% improvement in the overall performance. However, at very
fast migration, although peak temperature reduces and fnorm

Fig. 9 Comparison of the effect of different migration policies on (a) peak temperature and
(b) spatial temperature difference. Timeslice is kept as 0.033s during power multiplexing. 25%
cores are considered to be active with total power 5 128 W.

Fig. 10 Thermal profile on a chip at t/s 5 6.6 for (a) random pol-
icy, (b) checkerboard, (c) global coolest replace. Timeslice is
taken as 0.033s for all cases. Very high spatial thermal uniform-
ity can be seen for the global multiplexing. 25% active cores
with total power 5 128 W.

Fig. 11 Variation of peak temperature with proximity index
under steady state conditions. Each point in the plot corre-
sponds to a unique power configuration. 25% cores are consid-
ered to be active with total power 5 128 W.

061401-6 / Vol. 134, JUNE 2012 Transactions of the ASME

Downloaded From: http://heattransfer.asmedigitalcollection.asme.org/ on 01/08/2014 Terms of Use: http://asme.org/terms



increases, the overall performance degrades due to high migration
overhead.

5 Conclusion

In the present work, spatiotemporal power multiplexing has
been analyzed as a prospective thermal management technique for
many-core processors. The global coolest replace policy is found
to be the most effective among the three policies discussed in the
present work as the peak temperature reduction of 10 �C and the
maximum spatial temperature difference (Tmax� Tmin) reduction
of 20 �C is observed using global policy. This policy leads to the
optimal power map required for the uniform thermal profile. A
comparison between the three policies also suggests that the
global policy may be more suitable from the implementation per-
spective as only a pair of cores is involved at each migration step
during multiplexing. The proximity index is observed to be an im-
portant spatial parameter to characterize the power configurations
on a chip. A simple performance analysis shows that overall 10%
increase in performance of the chip can be achieved using power
multiplexing. The current work may be considered as a first order
analysis of migration policies as simple policies are applied in
case of the homogeneous many-core processors. More evolved
policies can be formulated to handle thermal management for het-
erogeneous many-core processors.
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Nomenclature
cP ¼ specific heat (J/kg K)

f ¼ operating frequency of processor
k ¼ thermal conductivity (W/m K)
N ¼ number of swapped cores during global policy
~r ¼ position vector of active core
t ¼ time (s)

T ¼ temperature (K)

Greek Symbols
s ¼ characteristic time scale of the system (s)

Subscripts
max ¼ maximum
min ¼ minimum
mod ¼ modified
nom ¼ nominal

i, j ¼ number index for active cores
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