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Three-dimensional (3D) chip stacking architecture is expected to reduce form factor,
improve performance, and decrease power consumption in future microelectronics. High
power density and nonuniform power distribution in stacked dies are expected to bring
significant thermal challenges for 3D packages due to localized hot spots. Embedded
thermoelectric coolers (TECs) have potential to provide reliable and localized cooling at
these hot spots. In this work, peak package temperature or active cooling per power con-
sumption of TECs are optimized, considering applied current and thickness of TECs as
parameters, for a 3D electronic package with two stacked dies. Each die has two hot
spots and one TEC is paired with each hot spot. Three different optimization methods are
considered in order to ensure a robust solution. The optimization suggests that both the
peak temperature in package and energy efficiency of the cooling system can be signifi-
cantly improved through the optimization of TECs. TECs are also compared against a
configuration where they are replaced by copper blocks or thermal vias. A total of 4.7°C
of additional localized cooling is observed using TECs which is beyond what is achieva-
ble with copper vias in place of the TECs. The study also suggests that it is better to use
TECs to cool only the hottest portions of the package to avoid introducing additional

thermal resistance and Joule heating in the package. [DOI: 10.1115/1.4028254]
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1 Introduction

As microelectronic device size continues to be reduced, a phys-
ical limit to the component size will eventually be reached.
Current research efforts focus on new ways to improve the per-
formance of microelectronic devices without reducing component
size. One such avenue, 3D stacked chips, involves stacking sev-
eral active dies interconnected through silicon vias. This novel
architecture may reduce microelectronic form factor, improve per-
formance by reducing interconnect delay, and provide a more
energy-efficient chip design [1].

However, the electrical and packaging benefits of 3D stacked
chips may be offset by thermal concerns. It is expected that wide-
spread adoption of 3D technology will bring severe thermal man-
agement challenges at the package level beyond the challenges
already encountered by two dimensional chips [2]. The 2011
International Technology Roadmap for Semiconductors projects
that average power dissipation on chip will soon reach up to
200 W/ecm~ and local hotspot heat fluxes up to 500 W/cm? [3,4].
These hotspots can degrade chip performance and reliability and
can bring additional restrictions in chip design [5]. Effective ther-
mal management of chips requires heat removal of the overall
power dissipation and also the efficient control of hot spots due to
the nonuniform power dissipation [6].

Typically, heat is removed from a microelectronic package
using a heat spreader paired with an air cooled heat sink. Many
other cooling technologies have been investigated; each one has
advantages and disadvantages relative to conventional air cooling
[6,7]. Large scale adaptation of cooling technologies is dependent
on its reliability, energy efficiency, cost effectiveness, and form
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factor in comparison to traditional air cooling. TECs have the
potential to meet these requirements. The suitability of a material
for TE applications is quantitatively described by its nondimen-
sional figure of merit z7', shown below:
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In this equation, zT is the nondimensional figure of merit of a
material, o is the Seebeck coefficient, T is temperature, and k is
the thermal conductivity. A higher figure-of-merit of a TE mate-
rial leads to more efficient cooling by TECs and more efficient
power generation by thermoelectric generators [8].

In modern microelectronics, hotspot temperature often governs
chip design and reliability. Using microscale TECs to control the
hotspot temperature in combination with air cooling at the pack-
age level can be an appealing approach as it may turn into an effi-
cient cooling solution in terms of both power consumption and
cost [9,10]. Furthermore, microscale TECs have an advantage of
high heat flux pumping capacity as this is inversely proportional
to the thickness of the TE material used in the TECs [9]. A variety
of microscale TEC configurations for on-chip hotspot cooling
have been demonstrated by the previous studies: they have been
recessed into the heat spreader [10], placed in contact with the
chip [11], placed on the back-side of the chip [12], and integrated
into the package with microchannels [13].

Regardless of the TEC configuration used, it is imperative to
optimize the TE device [9]. The importance of optimization has
been demonstrated by previous researchers by comparing per-
formance of off-the-shelf components with optimized components
[14,15]. In a typical TEC, the independent variables for an optimi-
zation include the TE material, TE element thickness, number of
TE couples, packing density of TE couples, and operating current.
The previous studies have observed that the number of TE couples
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does not significantly affect the performance of TECs, except to
adjust the operating current, voltage, and packing density of the
couples [16,17]. The packing density of the couples should be
maximized to the extent allowed by current, voltage, and manu-
facturing constraints.

Normally, optimization studies seek to either maximize coeffi-
cient of performance (COP), or minimize the cold side tempera-
ture; however, it is possible to simultaneously maximize the COP
and minimize the cold side temperature when both the heat load
and heat sink thermal resistance are known and constant [18].
Although less common, optimizations have been also performed
to minimize the operational costs of a TEC [19]. The effects of
thermal and electrical contact resistances, which become impor-
tant for microscale TECs, have also been accounted for in recent
optimization studies [16,20,21]. However, it is important to note
that all the optimization studies referenced here assume the sides
of the TEC are thermally insulated and that the heat flux through
the TEC is uniform. While the resulting optimizations are still
very useful, these assumptions are not valid when embedded
TECs are used for hotspot thermal management and 3D effects
become relevant. A new optimization approach is needed for
embedded TECs, which considers 3D effects.

Furthermore, little attention has been given to the application of
TECs for thermal management of stacked chip architecture. One
study envisioned the used of TE heat spreading using lateral Pelt-
ier devices in stacked chips [22]. In another study, a TEC is com-
bined with a silicon interposer to cool hotspots on chip [23]. This
study concluded that at low power dissipations the TEC can
improve the cooling in a stacked chip, but at high power dissipa-
tion levels it would be better to use a copper spreader without a
TEC to cool the package. A third study examined the effects of
thermal contact resistance of TECs embedded in a stacked chip
package in both steady state and transient operation [24]. To our
knowledge, the optimization of TECs for stacked chip architecture
has not been performed to date.

In this study, the TE material thicknesses and current magni-
tudes were considered as variables for the performance optimiza-
tion of TECs embedded in a 3D stacked chip package. Four
independent variables were considered: top TEC current (/,), bot-
tom TEC current (/,), top TE material thickness (#,), and bottom
TE material thickness (#,). These variables were chosen because
TEC current and TE material thickness represent the primary
design parameters for a TEC, aside from material selection, and
are frequently optimized for TECs [16,18-21]. A variety of opti-
mization methods are compared and analyzed with regards to their
solution speed and accuracy. Two different cases of optimization
were considered, each with a unique objective. In the first case,
the objective was to minimize the maximum temperature occur-
ring at any point in the computational domain of the 3D package.
In the second case, a combined temperature and power optimiza-
tion was performed using the active cooling divided by the energy
consumption of the TECs as the objective function.

2 Computational Methodology

In order to optimize embedded TECs, a computational model
of four TECs integrated into a stacked chip electronic package
was developed using the commercial finite element software com-
soL; the geometric details and material properties are based on our
previous study in Ref. [24]. It should be noted that the configura-
tion of a 3D stacked chip and methodology of chip bonding may
vary depending on the application. The investigation of configura-
tion and bonding of stacked dies is still an area of active research.
The commercial applications of 3D technology are currently lim-
ited to imaging sensors and dynamic random access memory
(DRAM). Even so, it is expected that there will be sufficient space
to mount microscale TECs on the different dies of a 3D package.
There are numerous die bonding techniques available for 3D
stacking, all of which leave a gap between the two dies ranging
from 2 to 70 um [25,26]. This is in the range of thicknesses for
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state-of-the-art microscale TE devices, which have total device
thicknesses of less than 100 um with TE material thickness rang-
ing from 0.5 to 25 um [9,12,27-32]. If TECs were fabricated
directly on-chip using MEMS processes, the total thickness of the
TEC can approach the TE material thickness.

A schematic of the electronic package, TECs, and hotspot loca-
tions are shown in Fig. 1. Four TECs, each 100 um thick and com-
posed of 7 x 7p-n couples, are paired with two hotspots on the
bottom and two hotspots on the top chip. It should be noted that
the top TECs cool both hotspots, but the bottom TECs cool the
bottom hotspot but heat the top hotspot. The bonding method of
the chips is left unspecified because bonding in 3D stacked chips
has been proposed using many different methods [25,26]. For gen-
erality, the bond is represented by a thin effective resistance layer
(ERL) and an infill layer. The infill is presumed to be a compliant
polymer, similar to modern underfill or thermal interface material
(TIM), which enhances both mechanical stability and thermal
performance of the electronic package. The TE properties
(k=12W/m-K, «=300uV/K, and ¢=1.08 x 1073 Q-m) are
taken from the experimental measurement in Ref. [12]. In each
TEC module, a Bi,Te; based superlattice TE material is sand-
wiched between two copper layers. The dimensions of the TEC
module are held constant at 3 x 3 x 0.1 mm® even though the
thickness of the TE material is variable. Electrical and thermal
resistances at the interface of the TE-copper layers (107" Qm?,
1 x 107° m>K/W ), inside the TEC module, and at the interface of
the TEC-spreader (8 x 10~° m> K/W) are also included in the model,
based on the values reported in Ref. [12]. Selected dimensions and
material properties for the model are listed in Table 1.

In the model, the substrate is considered as an adiabatic inter-
face, and the heat sink is represented by a 2050 W/m>-K convec-
tive boundary condition with ambient temperature of 300K for
computational simplicity. The four hotspots are represented by
four high heat flux sources of magnitude 1000 W/cm?> and area
500 um x 500 um located at the bottom of their respective chips.
A uniform heat flux of 14.5 W/cm2 is considered for the rest of the
chip area. The total power dissipation is 29.0 W per chip, or
58.1 W for the electronic package. The effective heat flux of the
top and bottom chips are described by Eq. (2).

IOOOL2 at the hotspots
cm
q = , (@)

14.5 Lz elsewhere
cm

Peltier cooling is a surface effect which is incorporated by add-
ing heat (~alT),) at the hot side and subtracting heat (~o/T.) from
the cold side of the TE material. Here, T}, and T, are the hot and
cold junction temperatures and / is the applied current. Joule heat-
ing inside the TEC module and at the interfaces (~electrical con-
tact resistance at TE-copper interface) is modeled by adding
source terms of magnitude /°R at the corresponding volumes and
interfaces.

Heat Sink

TEC-Hotspot
i

Heat Spreader
TIM
Top Chip —s
ERL —
Infill —
Bottom Chip >

TECs

Hotspots

Substrate

Fig.1 Schematic of the electronic package. The computational
domain includes the heat spreader, chips, TIM, ERL, infill, hot-
spots, and TECs [24].
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Table 1 Dimensions and material properties for the stacked
chip TEC model [23]

Thermal conductivity Dimensions

Components (W/m-K) (mm X mm X mm)
ERL 5 12 x 11 x 0.025
Chip 140 12x11x0.5
Heat spreader 400 30x30x1
Infill and TIM 1.75 12x 11 x0.125

The Peltier cooling and Joule heating effects are implemented
in the model with a volumetric heating/cooling approach.
Although the Peltier effect and the Joule contact heating effect are
interfacial phenomena, they are represented by thin volume ele-
ments on either side of the TEC in our model. The total power dis-
sipation due to Joule heating in the bulk TE material is defined by
Eq. (3). The Peltier effect is implemented using a negative heat
source at the cold side of the TEC and a positive heat source at
the hot side of a TEC according to Egs. (4) and (5). The Joule
contact heating for a single contact is given by Eq. (6)

*(2N)*t
Pouie = ——2— 3
bulk Do 3)
P. = —2NaT, @)
Py = +2NodTy, (5)
2(2N)*R,
Pcomact = % (6)

In these equations, / is applied electrical current, N is the num-
ber of TE elements, ¢ is the TE material thickness, A is the total
TEC area, @ is the packing factor, ¢ is the electrical conductivity
of the TE material, « is the Seebeck coefficient, T is the cold side
temperature, T}, is the hot side temperature, and RY,,. is the electri-
cal contact resistance.

This method of modeling a TEC has been validated against the
experimental results for a 2D electronic package using the com-
mercial software FLUENT [33]. An identical 2D electronic package
model was developed in comsoL and validated against the FLUENT
model in Ref. [33] and the hotspot cooling experiment and model
described in Ref. [12]. The advantage of using comsoL in this
application is that it is capable of parametric variation of the TE
material thickness. The hot spot temperature estimated from dif-
ferent models and the experimental results from Ref. [12] for dif-
ferent applied current to the TEC is shown in Fig. 2 to validate the
comsoL model.

The present computational model for the 3D stacked chip pack-
age contains 69,695 quadratic finite elements. Grid independence
tests are performed using 176,208 elements which yield very
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Fig. 2 Comparison of the hot spot temperature for various
applied current magnitudes to the TEC. Results from the model
developed in comsoL compared against the experimental data
and modeling results reported in Refs. [12] and [33].
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small changes (<1%) in temperature distribution and verify that
69,695 elements are sufficient for the numerical simulations. A
model of this size is small enough to be solved on a typical desk-
top PC in only a few minutes, which greatly simplified the optimi-
zation process.

A large variety of optimization methods exist, but two of the
most common methods include the gradient descent method and
Newton’s method [34]. The gradient descent method is a first
order method and uses a function’s gradient to find local extrema,
while Newton’s method is a second-order method, which uses the
second derivative of a function to find its local extrema. Both
these methods are very effective for optimization problems where
the gradient is continuous and differentiable. However, for non-
continuous or nondifferentiable gradients, the optimization
method can oscillate around the extrema or become unstable. An
alternative class of “direct search” optimization methods also
exists. These methods can be especially useful for problems where
the objective function or its gradient is nondifferentiable or dis-
continuous. One of the simplest methods to implement is the
Luus—Jaakola method [35]. In this method, the solution space is
sampled and the size of the space is incrementally decreased. As
the sample space size is decreased, the center of the sample space
tracks the minimum or maximum point which has been sampled
so far.

In this work, both the gradient descent method and the Luus—
Jaakola method will be used. The gradient descent method is com-
putationally efficient, but is limited in accuracy if the objective
function has a discontinuous derivative or if there are multiple
local minima. The Luus—Jaakola method is more computationally
expensive, but also more robust, because discontinuous gradients
do not affect the solution and the entire solution space is sampled.
This increases the likelihood that the global, rather than local,
extrema are found.

3 Numerical Optimization of TE Material Thickness
and Current Magnitude

An optimization of the TE material thickness and current mag-
nitude was performed using comsoL. Four independent variables
were considered for the optimization: top TEC current (/,), bottom
TEC current (/,), top TE material thickness (), and bottom TE
material thickness (#,). Two different objective functions for the
optimization were considered. In the first case, the objective was
to minimize the maximum temperature occurring at any point in
the computational domain. This maximum temperature always
occurred on either the top or bottom hotspot. In the second case, a
combined temperature and power optimization was performed
using the active cooling divided by the energy consumption of the
TECs as the objective function. Active cooling was defined as the
decrease in the maximum temperature beyond that achievable
with 100 um copper blocks acting as thermal vias. Before the opti-
mization was performed, a simulation was performed where all
four TECs were replaced by 100 um thick copper thermal vias.
The maximum chip temperature for this configuration was
110.84 °C. This scenario represents purely passive thermal control
and is a benchmark to which all TEC run cases are compared in
this paper.

Constraints were imposed on the optimization problem in order
to ensure that results were physically realistic and to reduce the
size of the parametric space. The current through the TECs was
limited to between O and 3 A because extremely large currents are
difficult to supply to TECs. The thickness of the top and bottom
TE material was constrained by a lower limit of O um and an
upper limit of 50 um. Even though the total TEC thickness is
100 pm, it is expected that about 25 um copper on each side of the
TEC would be necessary for structural integrity in the manufactur-
ing approach taken in Ref. [12]. A special case of this four vari-
able optimization occurs when the thickness of the top TECs is
equal to zero. In this case, the top TECs are effectively replaced
by 100 um copper thermal vias and the bottom TECs can be
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optimized for two variables alone: bottom TEC current (/,), and
bottom TE material thickness ().

The resolution considered for the parametric space of optimum
operating current and TE material thickness is 0.05 A and 1 um,
respectively. With these resolutions, the top and bottom TEC opti-
mization case (four independent variables) has 9 x 10° possible
combinations, but the special case when the thickness of the top
TECs equals zero only has 3000 combinations. A parametric
sweep can be performed to find the true optimum at the desired re-
solution for this special case (bottom TECs only). This special
case serves as a useful tool for determining an appropriate optimi-
zation method for the case containing both top and bottom TECs.
This is then compared to the results of the gradient descent and
Luus—Jaakola methods. A summary of the optimizations per-
formed in this paper are shown in Table 2. A total of two objective
functions (maximum temperature and active cooling/power), two
geometries (bottom TECs only and top and bottom TECs), and
three optimization methods (parametric sweep, gradient descent,
and Luus—Jaakola) were used. Of all the possible combinations,
only one case corresponding to the parametric sweep optimization
for the top and bottom TECs geometry was not considered in the
present study. This case has 9 x 10° points in its parametric space,
which will make the optimization process very expensive.

3.1 Bottom TEC Only Optimization. For the special case
where the thickness of the top TE material thickness is equal to
zero, the gradient descent method, Luus—Jaakola direct search
method, and a parametric sweep of the solution space were all
used to optimize the variables according to both objective func-
tions. In the gradient descent method, the initial guess was 1.75 A
and 8 um for current and TE material thickness, respectively,
because these values were used extensively in Ref. [24]. From this
starting point, the partial derivative of the objective function with
respect to each independent variable was calculated and the inde-
pendent variables were subsequently changed by taking steps in
the direction of the negative gradient of the objective function
until a minima was reached. For the Luus—Jaakola method, the
parametric space or solution space was sampled with a total of 25
points (five in each dimension). The solution space dimensions
were reduced in size by 33% in each direction and centered on the
extrema found in the previous step. This process was repeated
until the specified resolution was achieved. The parametric sweep
used a grid with a resolution of 0.05A and 1 um to sweep the
solution space in search of an extrema.

The objective of the first optimization case is to minimize the
maximum chip temperature. Results from each of the three opti-
mization methods were obtained and are shown with a maximum
temperature contour plot in Fig. 3. Out of all three methods, the
lowest maximum temperature was found to be 106.14°C with a
bottom TEC current of 1.18 A and a bottom TEC thickness of
38.8 um by the Luus—Jaakola method. This corresponds to 4.7 °C
of cooling beyond what is achievable with copper thermal vias;
this is significantly better than the cooling (2.05°C) reported in
Ref. [24] without any optimization.

Even though the independent variables estimated for the lowest
maximum temperature by all three methods were quite different,
the maximum temperature in all three solutions is similar. This is

Table2 Summary of the optimizations performed

Bottom TECs only Top and bottom TECs
Active Active
Maximum cooling/ Maximum cooling/
temperature power temperature power
Parametric sweep Yes Yes No No
Gradient descent Yes Yes Yes Yes
Luus—Jaakola Yes Yes Yes Yes

011006-4 / Vol. 137, MARCH 2015
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Fig. 3 Contour plot of the objective function (maximum tem-
perature) for the temperature only optimization. Maximum tem-
perature (°C) for the optimum point found by the gradient
descent method, Luus—Jaakola method, and parametric sweep
have been indicated. The y-axis (,) is the applied current to the
bottom TEC, and the x-axis (f,) is the thickness of the bottom
TEC. The dashed line represents the thin region where the low-
est maximum temperature occurs, and the top and bottom hot
spot temperatures are equal.

because the lowest maximum temperature occurs along a long and
thin region where the top and bottom hot spot temperatures are
the same, represented by a dashed curve in Fig. 3. This agrees
with the expected behavior since the objective was to minimize
the maximum temperature of the package, which occurs when the
top and bottom hotspots are equal in temperature. Because the
bottom TEC cools the bottom hotspot and heats the top hotspot,
having top and bottom hotspots with different temperatures is evi-
dence of a nonoptimal system. In an optimal system, the bottom
TEC is tuned so that it cools the bottom hotspot and heats the top
hotspot just enough so that their temperatures are the same. A
parametric sweep of the solution space revealed that the bottom
and top hotspot temperatures can be represented by two smooth
surfaces which intersect each other. The objective function is the
maximum of these two surfaces, and is nondifferentiable at the
surfaces’ intersection. This intersection is shown in Fig. 4. This
gives insight as to why the gradient descent method gave the least
accurate optimization, since the gradient was discontinuous in the
region of the lowest maximum temperature.

The objective of the second optimization case is to maximize
the active cooling divided by power consumption. Active cooling
is defined as the decrease in the maximum chip temperature which
can be achieved with TECs compared to thermal vias, where the
TEC is replaced by a copper block. The power consumption is
defined as the total power consumed by all TECs in the package.
In this case, the results obtained by the gradient descent method,
Luus—Jaakola method, and parametric sweep were all within the
study’s resolution of 0.05 A and 1 um of each another. The opti-
mum points, along with a contour plot of the objective function,
are shown in Fig. 5. In this region, the temperature of the top hot-
spot is less than the temperature of the bottom hotspot. The objec-
tive function is smooth because the optimum point occurs away
from the region where the top and bottom hotspot temperatures
are equal. Since the gradient is continuous, both the gradient
descent and Luus—Jaakola methods achieve similar accuracy. A
total of 2.32 °C of cooling is achieved for each Watt of power con-
sumed in the package. The total cooling is 1.13°C higher than
what is achievable with copper thermal vias.

3.2 Top and Bottom TEC Optimization. When considering
both the top and bottom TECs simultaneously, a parametric sweep
is not feasible because the solution space is very large. For the
temperature-only optimization with top and bottom TECs, the gra-
dient descent method optimization was attempted; however, it
was found to yield inaccurate optimization results when compared
to the Luus—Jaakola method, as would be expected. This is due to
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Fig. 4 Intersection of the top and bottom hotspot tempera-
tures in the region of the optimum solution. I, is the applied
current to the bottom TEC, t, is the thickness of the bottom
TEC, T, is the peak temperature on the top chip, and T, is the
peak temperature on the bottom chip.

the discontinuous derivative which occurs in the region where the
top and bottom hotspots are equal, as discussed in Sec. 3.1. As a
result, the Luus—Jaakola method was relied upon for the tempera-
ture only optimization considering both the top and the bottom
TECs.

In order to achieve high confidence in the optimization results,
the Luus—Jaakola optimization method was performed using two
different criteria. In the first (criterion A), a total of 625 points
were sampled in the solution space (five in each direction), and
the solution space dimensions were decreased by 33% in each
iteration. In the second (criterion B), a total of 256 points were
sampled in the solution space (four in each direction), and the so-
lution space dimensions were decreased by 25% in each iteration.

Both sets of criterion produced very similar optimization
results, even though the path to the solution for each criterion was
quite different. The path to solution along with the result for each
criterion is shown in Fig. 6. There is high degree of confidence in
the robustness of this solution since both optimizations yielded
similar results. The lowest maximum chip temperature for the op-
timum point is 108.08 °C, which corresponds to 2.76 °C of cooling
beyond what is achievable with copper thermal vias. The total
power consumed by the TECs is 6.27 W.

When the active cooling per power consumption is optimized
for the top and bottom TECs simultaneously, both the gradient
descent and Luus—Jaakola methods can be utilized since the opti-
mum point should occur away from the region where the top and
bottom hot spot temperatures are equal. When this optimization is
performed, both the gradient descent and the Luus—Jaakola meth-
ods indicate that the optimum TE material thickness of the top
TEC approaches 0 um. This solution represents the special case
which was discussed in detail in Sec. 3.1. This result suggests that

AT/P Contour
[ |
1.74°CIW  2.03°C/W  2.32°C/W
®Parametric Sweep
= Gradient Descent
¢ Luus-Jaakola

t, (um)

Fig. 5 Contour plot of the objective function (active cooling di-
vided by power consumption). Optimum points found by the
gradient descent method, Luus—Jaakola method, and paramet-
ric sweep have been indicated.
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Fig. 6 The temperature only optimization path for the Luus-
Jaakola method using two different criteria is shown on two
plots. Two plots are necessary to show the solution path
because a total of four independent variables are optimized
simultaneously. Two of the four independent variables make-up
the axes on each plot. These variables are top TEC current (4,
left), bottom TEC current (/,, left), top TE material thickness (t,
right), and bottom TE material thickness (t,, right). The similar
results obtained using different criteria and solution paths
gives confidence in the robustness of this solution. The small
circles represent intermediate steps and the large circles repre-
sent the optimum.

it is preferable to use TECs on only the bottom chip when energy
efficiency is considered.

3.3 Comparison of the Optimization Results. The results of
the optimizations described in Secs. 3.1 and 3.2 are compared and
summarized in Fig. 7. Using a copper block in place of the top
TEC reduced the maximum chip temperature and increased the
cooling efficiency. This result suggests that using TECs on each
layer of a stacked chip can actually be detrimental for the pack-
age. This holds true when considering both maximum cooling and
cooling per power consumption (~energy-efficient cooling) as an
objective function. TECs should be used primarily to cool only
the hottest portion of a package, which would be the bottom chip
in a stacked chip package. It is expected that as the number of
chips in the package increases past two, this trend will not change.
One interesting result of this optimization is that for the tempera-
ture only optimization with TECs on the top and bottom (Fig.
7(a)), the top TEC has a relatively small TE thickness and large

7 r
WPower (W)

6 t, = 38.8um BCooling (°C)]

s =118 A

4.

3.

2t t, = 11.6um
I,=0.75 A

1t . 1

0 a b c

Fig. 7 Hot spot cooling using TECs in comparison to using
100 um thick copper blocks in place of all four TECs and the
total power consumption in all TECs. The optimums are labeled
with the corresponding independent variables. (a) Temperature-
only optimization with TECs on the top and bottom. (b)
Temperature-only optimization with copper blocks on the top
chip and TECs on the bottom chip. (¢) Combined temperature
and power consumption optimization with copper blocks on the
top chip and TECs on the bottom chip. The combined tempera-
ture and power consumption optimization with top and bottom
TECs (not shown) suggests that the thickness of the top TEC
should be zero, which is the same as the result for (¢).
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applied current while the bottom TEC has a relatively large TE
thickness and small applied current. This makes physical sense
since smaller TE thickness and larger applied currents are known to
be optimal for higher heat flux TECs (top TEC in present case),
while larger TE thickness and smaller applied currents known to be
optimal for lower heat flux TECs (bottom TEC in present case).

4 Conclusion

This study optimized the TE material thickness and current
applied to TECs for hotspot cooling in stacked chip packaging.
The optimization suggests that both the package temperature and
energy efficiency of the cooling system can be improved by
replacing the top TEC with a copper thermal via. It is essential to
use TECs to primarily cool only the hottest portions of the pack-
age to avoid introducing additional thermal resistance and Joule
heating in the package. For stacked chips, configurations where
TECs cool only the hottest chip in the package can sometimes be
superior to other configurations even though other components in
the package can increase in temperature. This study also provided
insights into various optimization methods which may be used to
optimize TECs embedded in a 3D stacked chip package. Although
the gradient descent method yielded satisfactory results with mini-
mal computational expense, the direct search Luus—Jaakola
method yielded improved accuracy with a computational cost that
can be managed by a single desktop computer. Future work could
include performing optimizations of additional variables which
were beyond the scope of this work including TEC footprint area
and optimizations related to transient pulse cooling using TECs.
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