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A major challenge in maintaining quality and reliability in today’ s microelectronics chips
comes from the ever increasing levels of integration in the device fabrication, as well as

from the high current densities. Transient Joule heating in the on-chip interconnect metal

lines with characteristic sizes of tens of nanometer, can lead to thermomechanical fatigue
and failure due to the thermal expansion coefficient mismatch between different materi-
als. Full-field simulations of nearly a billion interconnects in a modern microprocessor
are infeasible due to the grid size requirements. To prevent premature device failures, a
rapid predictive capability for the thermal response of on-chip interconnects is essential.
This work develops a two-dimensional (2D) transient heat conduction framework to ana-
lyze inhomogeneous domains, using a reduced-order modeling approach based on proper
orthogonal decomposition (POD) and Galerkin projection. POD modes are generated by
using a representative step function as the heat source. The model rapidly predicted the
transient thermal behavior of the system for several cases, without generating any new
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observations, and using just a few POD modes. [DOI: 10.1115/1.4035889]

Keywords: interconnect, Joule heating, proper orthogonal decomposition, transient ther-

mal analysis

Introduction

Since the 1970s, when the microprocessor became a commer-
cially available and pervasive product, its clock rate has increased
by approximately 1 x 10° times. The key to this unprecedented
advancement is the scaling of the interconnect wiring and transistor
dimensions. With continued scaling, the current density through
each wire has increased, while the wire cross section has sharply
reduced to the current levels of sub 20nm. The higher current den-
sity has contributed to increased concerns of localized chip heating.
The chip and package housing it, experience many thermal cycles
for a typical workload environment, causing cyclic stresses that can
potentially cause fatigue-related reliability concerns in the intercon-
nects. Experimental and numerical data suggest that the high-
operating temperature and high level of thermomechanical stresses
are primarily responsible for the morphological changes such as hil-
locks, whiskers, and voids in the lines that lead to open-circuit and
short-circuit failures in interconnects, which limit the quality and
reliability of the whole circuit [1,2].

The international technology roadmap for semiconductors
(ITRSs) has recognized the importance of transient heat transfer
analysis in interconnect reliability. In its 2011 chapter, as well as
in 2012 update, it categorizes the challenges in assembly and pack-
aging at feature sizes greater than and below 16 nm. These include
integrated analysis tools for transient thermal and thermomechani-
cal analysis.

Joule heating in interconnects has been studied by various meth-
ods, both analytically (2D), and numerically using finite difference
(FD), and finite element (FE) models [3—6]. The multiscale nature
of these configurations results in large computational times with
traditional FD and FE methods. This has led to the development of
compact thermal models as well as reduced-order techniques that
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trade resolution and accuracy with shorter computational time, par-
ticularly at the interface between the metal and dielectric [7,8]. As
addressed previously in the literature [9], the network topography
of compact models becomes complex with the increase in model
size, potentially also compromising the accuracy of the model.
Also, these models have primarily addressed the steady-state Joule
heating in interconnects. However, pulsed currents and the resulting
transient heat conduction in interconnect arrays remains a key con-
cern in the design for reliability for the next generation high per-
formance chips.

An alternate method for solving the transient heat conduction
equation is the transmission line matrix (TLM) approach [10,11].
The TLM formulation is based on a resistance and capacitance
network that represents the thermal system. The advantages of
this formulation over traditional FE and FD methods are that
TLM allows for temperature-dependent and inhomogeneous mate-
rial parameters, nonuniform meshing, and nonuniform time step-
ping. Transient Joule heating in copper interconnects embedded in
silicon dioxide with constant current density using the TLM and
FE methods has been analyzed in Ref. [12]. Also investigated
were the effects of the duration and amplitude of rapid square-
wave source current pulses [13]. The stability of the results has
been shown to be a limitation to this method [12,14]. Furthermore,
as the complexity of the structure increases, the simulation times
increase, requiring a combination of TLM with multiscale model
reduction methods [15].

Model reduction methods have been categorized by Antoulas
et al. [16] into two main groups. Methods based on: (1) the singu-
lar value decomposition (SVD) and (2) moment matching meth-
ods. The most commonly used SVD-based approaches are
Hankel-norm approximation [17], singular perturbation [18], and
POD [19]. Whereas, Pad’e via Lanczos (PVL) [20], multipoint
rational interpolation (a.k.a. rational Krylov algorithm) [21], and
implicitly restarted dual Arnoldi [22] are among the popular
moment matching methods. Among these techniques, POD is a
popular method and can also address highly nonlinear systems

JULY 2017, Vol. 139 / 072101-1

Downloaded From: http://heattransfer.asmedigitalcollection.asme.or g/ on 12/24/2017 Terms of Use: http://www.asme.or g/about-asme/ter ms-of-use



such as the ones governed by Euler or Navier—Stokes equations
without sacrificing the accuracy [23].

In this study, we demonstrate a reduced-order modeling
approach based on POD and Galerkin projection technique. The
POD is a robust and elegant method of data analysis that enables
low-dimensional approximate descriptions of a high-dimensional
process. It expands a set of data on empirically determined basis
functions for modal decomposition and can be used to numerically
predict the temperature distribution more rapidly than full-field
simulations. The history of POD goes back over 100 yrs [19],
when it was used as a means for processing statistical data. Since
that time, it has been applied in many engineering fields, including
fluid flow and turbulence [24-26], structural vibrations [27,28],
and control theory [29].

More relevant to the theme of this research, POD has been used
to analyze micro-electro-mechanical systems (MEMS) and elec-
tronic packaging [30,31]. More recently, it has been applied to
transient heat conduction problems [32-34]. Bleris and Kothare
[35] studied microsystems using empirical eigen-functions
obtained from the POD technique to address the problem of ther-
mal transient regulation. A boundary condition (BC) independent
POD-Galerkin methodology for 1D heat conduction was studied
by Raghupathy et al. [36]. Berkooz et al. [26] provided a thorough
summary for applications of POD in various fields. Based on the
application, POD can be referred to as principal components
analysis (PCA) [37], SVD [38], Karhunen—-Lo‘eve (KL) decompo-
sition [39], or hotelling transformation [40]. A summary of the
equivalence of these three POD methods and the connections
among them have been demonstrated by Liang et al. [41].

In this paper, we developed a POD approach implementing the
Galerkin projection technique to investigate the transient Joule
heating in interconnects in a 2D inhomogeneous system. This
study considers the cases with insulated boundary conditions cor-
responding to the regions embedded in the bulk of a microelec-
tronic device. The effect of different types of current pulses, pulse
duration, and pulse amplitude were investigated. The developed
POD model can predict the transient temperature distribution,
regardless of the temporal dependence of the heat source. This
feature of the proposed model provides a predictive capability
based on a smaller set of POD modes, which can significantly
decrease the computational cost for various transient forcing func-
tions. To validate this unique capability, an analytical proof in 2D
was developed (see the Appendix).

Fundamentals of POD Method

POD provides an optimal set of empirical basis functions (also
known as POD modes) from an ensemble of observations,
obtained either experimentally or numerically. They characterize
and capture the overall behavior and complexity of a physical sys-
tem using a reduced number of degrees-of-freedom (DOF). While
the determination of the optimal basis requires some computa-
tional effort, the overall cost of the simulations is much lower
than full-field simulations. One of the most appealing characteris-
tic of the POD is its optimality, i.e., it offers the most efficient
method of capturing the dominant components of an infinite-
dimensional process with a finite number of modes [42]. This is
because, in this technique, data sets are expanded for modal
decomposition on empirically determined basis functions, which
minimize the least squares error between the true solution and the
truncated representation of the POD model [26,43].

The temperature distribution can be determined from the expan-
sion into the POD modes as

m
T(x,y,1) = To(x,y) + Y _ bi(0)p;(x,y) M
i=1

where T, is the time average of temperature (i.e., the mean vector
of the observation matrix), ¢,(x, y) is the ith POD mode, and b,(t)
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is the ith POD coefficient, explained later. The procedure to gen-
erate a POD-based reduced-order model is described below.

Generating the Observation Matrix. The initial step in gener-
ating the POD observation matrix, Tops, 1S to collect a series of
observations (also known as snapshots) of temperature distribu-
tion at different time instants. The matrix can be formed by col-
lecting the temperature values at n instances of time in the entire
domain using either a numerical or experimental approach. Hav-
ing the ability to utilize experimentally obtained data as the initial
observations makes POD a strong candidate to characterize a
potentially complex system without generating any numerical
model. These initial experimental data can be acquired using ther-
mal sensors within the structure of interest. The spatial accuracy
of the POD model will be dependent on the number of sensors
placed in the domain. Therefore, based on the desired spatial reso-
lution, proper number of thermal sensors should be utilized. In
this study, an FE-based model was used to obtain the initial obser-
vation matrix. Ty in Eq. (1) is the average of all the observed data
for any point in the domain. As expected, the accuracy of the
POD method depends on the accuracy of the observations. Hence,
it is of great importance to perform a grid independence analysis.
The other critical factor is to remain above the lowest limit of the
number of observations, n, which is problem dependent.

Calculating Basis Functions (POD Modes). Once the obser-
vation matrix is produced, the POD modes can be calculated. In
Eq. (1), m is the number of POD modes used in the decomposi-
tion, which can range from 1 to n — 1, where 7 is the number of
observations. To determine the POD modes, the method of
snapshots is used, where each POD mode is expressed as a linear
combination of the linearly independent observations [26]

?;(x%,y) = > B(Towsx — To) ()
p

where Tops « 18 the kth column of the observation matrix Tops, cOr-
responding to the full temperature field at the kth instant of time.
As described in Refs. [26] and [44], each eigenvector of the solu-
tion of Eq. (3) consists of the weight coefficients f3;

Z RB=ip (3)

where / is the matrix of eigenvalues, and ® € R"*" is the covari-
ance matrix defined as

1
R= Z (Tgbs)T (Tgbs) “)

where Tgbs is the mean-centered observation matrix obtained by
subtracting its mean vector (here Ty), in order to have a zero-mean
for the new matrix.

Having calculated the weight coefficients, f3, the n POD modes
can be determined from Eq. (2). The energy captured by the ith
basis function in the problem is relative to its corresponding
eigenvalue, /;, from Eq. (3). Sorting these eigenvalues in a
descending order results in an ordering of the corresponding POD
modes. Therefore, the first POD mode calculated from Eq. (2)
captures the largest portion of energy relative to the other basis
functions.

To determine the truncation degree of the POD method, the
cumulative correlation energy, E,,, captured by the first m POD
modes is defined by Bizon et al. [45]

>
E,="5" )
S A
i=1
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The number of retained POD modes is quite critical in captur-
ing the physics of the problem. It is shown that an insufficient
number of the POD modes can cause significant phenomena not
to be detected [46]. On the contrary, taking too many POD modes
can produce unexpected behavior, or make the model unstable
[47]. To be able to generate a reliable POD model, in the present
study, the number of POD modes is determined in such a way that
the cumulative energy of the modes, calculated from Eq. (5), is
larger than 99.99%.

Calculating POD Coefficients, b;. There are multiple techni-
ques to calculate the POD coefficients b; for a new test case such
as: (1) direct interpolation method [48,49], (2) flux matching pro-
cess [50,51], (3) radial basis functions (RBFs)-trained POD
approach [52,53], and (4) Galerkin projection method [32,54].
The Galerkin projection method is more accurate compared to the
other two methods in addressing a time-dependent heat source,
since it solves the energy equation for the entire time domain.
Therefore, this method is used in this paper.

Galerkin Projection Method. The Galerkin projection method
projects the governing equations onto the POD-spanned space.
When POD modes are used in a Galerkin projection method, they
create a finite-dimensional dynamic system with the smallest pos-
sible DOF. In this study, the inhomogeneous transient heat con-
duction equation is a partial differential equation (PDE). This
technique converts this PDE to a set of m-coupled ordinary differ-
ential equations (ODEs). The key step in model reduction is to
solve a discrete number of coupled ODE:s instead of solving a dis-
cretized PDE. To further describe the method, we start with the
transient heat conduction equation

ar 1 " 2

———q (1) —aVT=0 6
o e, (1) (©)
where, p, ¢, and o are the material density, specific heat capacity,
and thermal diffusivity, respectively. ¢’(r) is the domain time-
dependent volumetric heat generation. Equation (6) is then pro-
jected onto the space spanned by POD modes

. or 1
/)j> 8t pcpq

where (.,.) denoted the inner products, also referred to as the pro-
jection of a vector to one another. Using the temperature field
from Eq. (1) and integrating Eq. (7) over the entire two-
dimensional domain (Q), we have

[ or 1
JQ e ot pCp 1

Discretizing Eq. (8) and using Eq. (1) result in a set of coupled
ODEs for the POD coefficients that can be written in a matrix
form as

(1) — aV2T> =0,j=12,...m (7

"(t) — ocVZT) dQ =0 ®)

Aijbj(t) = Bibj(1) = (¢ +q); = 0,i,j=1,2,....m ©

where (") denotes the derivative with respect to time. Coefficients
Ay, Bjj, i, and ¢; in Eq. (9) are

ij» Bijs

d0; d¢; 0p; d;
B = o N20.d0 = — A T T a0
= [y o= [ (G0 55

3(P~ X=Xmax 84)- Y=Ymax
+I (oc(/%—’} dy+J (O“P"—l} dx
b 7 ox ¥ oy

A=Ymin Y=Ymin

(10b)
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d¢; 9T, O@; JT, )
- A v —— e, "1 270
Cj Jgocgo_/ V°T,dQ La<ax E® + o By dQ

8To X=Xmax aTn Y=Ymax
+y M0 o x et ¢ Ocqoj~0y -

(=Xmin Y=Ymin

(10¢)

(10d)

The last two terms on the right-hand side of Egs. (10b) and
(10c) are the boundary terms. If the boundary conditions are
homogeneous or insulation, these are eliminated, and Bj;; and ¢;
are simplified to

99, dp; 09 0<p-)
B = — ER S AT E Rt < 7o) 11
v L“(ax Ox + dy Oy d (1a)
o¢; 9T, 0o, E)T,,)
N Y ey 7 Q 11b
g L“(ax Ox * dy Oy d (115)

The concept of orthogonality was subsequently applied. Having
calculated all the coefficients and substituted those into Eq. (9), these
coupled ODEs can be solved using the sixth-order Runge—Kutta
method. Notably, the initial conditions for Eq. (9) can be determined
by the projection of the POD modes on the initial value for the tem-
perature as

b;]:b/(t:O):<(pj7T(x7yat:O>:07 4]':1725"'7}’” (12)

Generating the POD Temperature Field. Calculating a suffi-
cient number of POD modes and POD coefficients (b; and b7) will
provide the temperature field from Eq. (1) anywhere in the domain
and at any instant of time.

Case Studies

The geometry and topology of on chip interconnects in micro-
electronic devices can be quite complex. This study focuses on a
simplified but realistic 2D model domain. A single interconnect
located at the center of a large array of metal lines is considered as
shown in Fig. 1. By restricting the problem domain to one corner of
this interconnect and the surrounding dielectric material, symmetry
arguments can be employed to justify insulated boundary conditions
on all sides. This idealized configuration represents the worst ther-
mal scenario, in which the interconnect effectively receives no cool-
ing. This structure approximates long and uniformly spaced
interconnects. The interconnect has equal width and height; i.e., the
geometrical aspect ratio is 1. The dielectric thickness, Hye, is equal
to the interconnect height (Hy. = Hy, = 360 nm). Interconnect pitch
P is usually a variable and, in this study, was taken to be P =4H;,,
= 1.44 um. The initial condition was assumed to be room tempera-
ture 7, =300 K. The continuum assumption was verified by calcu-
lating the Knudsen number, Kn

13)

where A is the molecular mean free path, and L is the smallest
length scale in the structure [55]. For this structure, the Knudsen
number based on the mean free path of electrons in copper at
300K (A =39nm) and the width of interconnects (H;, = 360 nm)
is calculated to be Kn = 0.108. Therefore, the continuum approach
is valid. The material properties of the metal and dielectric, repre-
senting copper and silicon, were: specific heat capacity C, =380
and 1000J/kg K, thermal conductivity k =400 and 0.17 W/m K,
and density p = 8933 and 2200 kg/m>, respectively.
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Fig. 1 Schematic of the computational domain with a cross-
sectional area of 1.44um x720nm. It consists of a set of
360nm x 360 nm interconnects that are evenly spaced and
embedded in the dielectric. The mesh used in the POD and FE
models is shown. In this study: H,;= Hge=360nm and
P=4H;,; =1.44 ym.

Given that no analytical solution exists for this problem, a
detailed FE model was developed in the commercial code LS-
DYNA, and the results were used as a basis for the evaluation of
the POD modeling approach. The Crank—Nicholson time integra-
tion scheme and conjugate gradient iterative solver are chosen for
the transient thermal simulations. The results presented here are
for At=10.0ns. The convergence of the FE model was verified
with respect to the solver type, time step, and time integration
method. The FE model consists of 561 nodes (17 x 33) and 512
elements. The grid size was determined based on the mesh inde-
pendence analysis. For consistency between the FE and the POD
models, the same number of nodes at the same position was cho-
sen for the POD model. The top edge, the left edge, and the diago-
nal of the structure are used in this study for the spatial thermal
analysis (Fig. 1); nodes 1-5 on the diagonal are chosen for further
temporal thermal analysis of the results. The selection was made
based on the directions and positions with the largest value of
temperature and temperature gradient.

The effect of current pulse type, pulse duration, and pulse
amplitude were investigated in this study. By using a representa-
tive step function as the heat source, POD modes are generated.
Using just a few POD modes, the model predicted the exact tran-
sient thermal behavior of the system for all other cases with differ-
ent temporal dependence of the heat source and without
generating any new observations. Furthermore, the result of the
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Fig. 2 Different types of heat sources used in this study. Case
1: only step function (solid line) and case 2: sinusoidal and
step function (dashed line).
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Fig. 3 Eigenvalues or energy percentage in log form versus
number of the POD modes. In order to build a reliable reduced
order model, the number of basis functions used for the projec-
tion was chosen such that the cumulative correlation energy of
the modes are greater or equal to 99.99%. The first two modes
capture over 98% of the energy.

POD model was compared with a FE model, and a good agree-
ment was found, with a maximum difference of 2%.

To assess the predictive capability of the POD model, two cases
corresponding to different thermal scenarios with different time-
dependent heat sources were considered. For a better comparison
between these cases, a constant value for volumetric heat genera-
tion, ¢, is calculated based on the current density J =10 MA/
cm? and the electrical resistivity of p, =2.2 uQ cm

qy = p,J* =2 x 10" (W/m?) (14)
Subsequently, the time-dependent heat sources in (W/m?) for the
cases (exhibited in Fig. 2) are

Case 1I: %’1” =g¢qy (step function with the magnitude of
2 x 10" W/m’)

Case 2: ¢4 =10 x g x [sin((r/2)10°) + 1] (combination of
a step function with the magnitude of ¢5' = 10 x ¢; and a contin-
uous sinusoidal function, with the period of 1, =4 us and ampli-
tude of Ay = 10 x g =2 x 10" (W/m?)

An unwanted surge in the electrical current is represented by
case 1, while case 2 represents a condition under which a combi-
nation of a sinusoidal noise and a current surge abruptly occur in
the interconnect line. The amplitude of the noise in case 2 is ten
times higher than, and the frequencies different from, those of
case 1. It is of great importance to notice that observations are

30
25 ‘,"' i
2
20
3
15 G
= e
< /’I
10 e — FEM
i O POD using 17 modes
" ’, ====+ POD using 9 modes
5 e ===POD using 5 modes
‘,, === POD using 2 modes
d
o 5 10 15 20
Time (us)

Fig. 4 Comparison of temporal dependence of temperature
rise in the left-most node of the top edge (node 1 in the inter-
connect), x=0using 17, 9, 5, and 2 observations for case 1

Transactions of the ASME

Downloaded From: http://heattransfer.asmedigitalcollection.asme.or g/ on 12/24/2017 Terms of Use: http://www.asme.or g/about-asme/ter ms-of-use



POD mode 1

0.05
0.045
0.04

POD mode 3

POD mode

POD mode 2

0.05

0

-0.05

POD mode 4
L |

0.05

-0.05

Fig. 5 First five POD modes or basis functions plotted in 2D contours. The POD modes
are normalized by the total sum of the modes chosen for each study.

only generated for case 1, and the results of the transient thermal
behavior of the second case are determined based on the results
obtained from case 1 without generating new observations. This
ability of the POD method in predicting thermal behavior of other
cases based on a smaller set of modes can significantly decrease
the computational cost for the transient analyses. Since the basis
functions (~POD modes) are only dependent on the geometry, the
POD modes for any other scenario are the same as for case 1 as
long as the governing equations are linear. This distinctive charac-
teristic of POD is proved in the “Appendix” and is numerically
confirmed next.

Results and Comparison

Case 1. For ¢]' = q{' =2 x 10'* (W/m’), 17 observations of
the transient temperature using FE simulation were taken in the
first 20 ps and were used to calculate the POD modes. The energy
percentage for each POD mode is plotted against the mode num-
ber in Fig. 3. The magnitude of the eigenvalue and the energy cap-
tured by each mode reduces with the index of POD modes. By
keeping the first five POD modes, the cumulative correlation
energy, E,,, was greater than 99.99%. The first two modes, alone,
capture over 98% of the energy. For the present study, at least five
modes are needed to capture the desired accuracy of 99.99% in
the result. If the number of observations, n, were chosen to be less
than the minimum required POD modes (here 5), the results will
not have the required accuracy. This is demonstrated in Fig. 4 for
the temperature rise time history at the top-left-most node (node
1) in case 1 by using 17, 11, 9, 5, and 2 observations. It can be
inferred that as long as the number of the observations are more
than five, the results are independent of the number of observa-
tions, while for the case of 2 observations (dashed—dotted line) the
results are not acceptable.

Figure 5 shows the two-dimensional contours of the first five
POD modes, normalized based on the total sum of the modes.
Using Galerkin projection, described earlier, the POD coefficients
were calculated as functions of time. Figure 6 shows the time

Journal of Heat Transfer

dependence of the first five b-coefficients. It is apparent that the
first coefficients vary in the smoothest way and the coefficients
with large indices have large fluctuations during the initial stage.
It can also be inferred from Fig. 6 that the value of POD coeffi-
cients successively decreases by about an order of magnitude.
This shows that only the first few terms in Eq. (1) are dominant
and need to be included in the calculations.

Figure 7 shows the contours of the spatial distribution of tem-
perature rise from FE method (top figure) and POD method (bot-
tom picture) after 20 us for case 1. Over time, heat diffuses from
top left, where the source is located, throughout the entire struc-
ture. Considering adiabatic boundary condition at all boundaries,
the temperature continuously increases in the domain with time,
and temperature contours are perpendicular to all the edges. On
account of relatively high thermal conductivity and low heat
capacity of the copper, temperature gradient within the intercon-
nect cross section is relatively negligible.

To make a more detailed comparison between the POD and FE
results, the temperature rise with time at the top-left-most node
(node 1), marked in Fig. 1, is considered. Figure 4 demonstrates
this comparison for FE (solid line) and POD results using five
modes (dashed line) for case 1 in the first 20 us. As shown in
Fig. 4, temperature increases rapidly as the current source is applied.
The maximum error between the two models is less than 1%.

As previously mentioned, to show the distinctive capability of
the POD model in the prediction of the transient temperature
distribution, two cases were considered; case 1 required a new set
of observations, while the second case did not need any new
observations.

Case 2. In the second case, the capability of the proposed
model in predicting the temperature field for a combination of a
transient heat pulse and a continuous oscillating source of noise is
investigated. The sinusoidal function representing a volumetric
heat source, plotted as dashed line in Fig. 2, has a period of
1,=4pus and amplitude of A,= 10 x ¢ =2 x 10'"* (W/m?).
There are no new generated observations for this case. Figure 8
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Fig. 6 First five b-coefficients versus time using the Galerkin projection technique for

case 1

shows the temperature rise at several locations for case 2. FE
results and POD results using five basis functions are shown at
two different times. Figures 8(a), 8(c), and 8(e) for time = 18 us
corresponds to a time slightly before the first crest in the fifth
cycle of the heat source, while Figs. 8(b), 8(d), and 8(f), at
19.2 us, simulates a time slightly after the bottom of the sinusoidal
curve in the fifth cycle. Figures 8(a)-8(f), also, demonstrate that
the difference between the two models decreases in both x and y
directions, as distance from the heat source increases (for lower
values of x and for higher values of y). The regions on the graphs
with negligible temperature gradient correspond to the location of
the interconnect. A maximum truncation error of less than 1.5%
exists between the two models. The computation time required for
the POD simulation is up to two orders of magnitude smaller than
that of the full field FE simulation. Since majority of the run-time
is spent on the generation of the POD modes, once the first POD
simulation is performed, any additional simulations to study dif-
ferent power sources take even shorter time. This is because, for
any additional run, only the POD coefficients need to be deter-
mined. The computations were performed on a workstation using
an Intel(R) Core (TM) i7 at 2.20 GHz with 8 GB RAM. Therefore,
once the effort has been expended in building a POD model, it
can then be used to carry out computationally low cost parametric
studies in optimization of a design.
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Fig. 7 Spatial variation of temperature rise after 20 us for FE
(top) and POD (bottom) models using five basis functions for
case 1
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Fig. 8 Spatial variation of temperature rise after 18 us in x direction for the upper edge of
the structure (a), y direction for the left edge of the structure (c), and along the diagonal (e).
Spatial variation of temperature after 19.2 us in x direction for the upper edge of the structure
(b), y direction for the left edge of the structure (d), and along the diagonal (f). The FE results
are plotted in solid lines, and the POD results using five basis functions are plotted in circu-
lar markers. The results are for case 2.

A comparison of temperature rise between FE (circular
markers) and POD (solid lines) models of nodes 1-5 along the
diagonal (noted in Fig. 1) is provided for case 2 in Fig. 9. Based
on the results presented for case 2, it can be interpreted that our
POD model using Galerkin projection technique can predict the
transient thermal behavior for a single sinusoidal heat wave.
These results further confirm the ability of the POD with Galerkin
projection technique to predict the transient thermal behavior of
this structure for any temporal dependent heat source, based on a
single available observation matrix. Other types of heat sources
such as step functions and sinusoidal functions with different fre-
quencies and amplitude were also investigated and verified [56].
This capability of POD is further confirmed through an analytical
proof of a 2D transient problem provided in the Appendix.

140

o FEM
120 | ----pOoD Galerkin

100

A T(K)

Conclusion and Discussion

In this study, the POD method and Galerkin projection tech-
nique were implemented to address the transient Joule heating in
a two-dimensional inhomogeneous arrangement of interconnects
Fig. 9 Comparison of temporal dependence of temperature embedded in a dielectric material. Insulated boundary conditions

rise at nodes 1-5 along the diagonal for case 2. The FE results ~ Were considered, representing the worst thermal scenario in
are plotted in circular markers, and the POD results are shown regions of microelectronic devices where the interconnects in fact
by dashed lines. receive no cooling. The developed POD model works best for

Time (us)
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scenarios with either adiabatic or periodic boundary conditions.
The model, however, can be further improved by including more
complicated boundary conditions.

A sufficient number of POD modes can be easily estimated
which will contain the most energy. The POD modes are obtained
at the system level using the observations from FE model. The
number of POD modes kept in the analysis is determined in such
a way that the cumulative energy of the modes was larger than
99.99% of the total energy. The POD coefficients were subse-
quently calculated using the method of Galerkin projection.

To assess the POD predictions, two time-dependent heat source
conditions were considered. In both cases, the POD model predic-
tions were in good agreement with the corresponding FE models.
The computational time of POD model is up to two orders of mag-
nitude smaller than that of a tradition FE analysis. The truncation
errors calculated based on the difference of the POD and FE
model were found to be less than 2%. The results show that the
truncation error does not increase as the amplitude of the heat
source increases. Moreover, the POD modes are not sensitive to
the temporal dependence of the heat source. It was also demon-
strated that the POD model accurately predicted the transient ther-
mal behavior of the system for not only the time domain
considered for the initial observations but also for time outside the
specified initial domain. These important features can drastically
decrease computational cost, making POD a robust method in
modeling transient heat conduction in microelectronic devices
which can then be used to carry out computationally low cost
parametric studies in optimization of a design.

Nomenclature

A = heat wave amplitude (W/m>)
Aj; = coefficient in Eq. (9)
b = POD coefficient (K)
coefficient in Eq. (9)
¢; = coefficient in Eq. (9)
¢, = specific heat (J/kg K)
E,, = cumulative correlation energy
f = constant spatial function
= height (m)
J = current density (MA/cmZ)
Kn = Knudsen number
= smallest length scale in the structure (m)
m = number of POD modes used
n = number of observations
q; = coefficient in Eq. (9)
q" (t) = volumetric heat generation (W/m?)
T = temperature (K)
X = arbitrary function of x
Y = arbitrary function of y
V? = Laplace operator

(.,-) = inner product of two functions

()" = second spatial derivative
(") = time derivative

Greek Symbols

o = thermal diffusivity (m%/s)

f = weight coefficients

y = arbitrary constant

I' = time dependent coefficients

0 = arbitrary constant

® = the basis functions

Kk = thermal conductivity (W/m K)
A = eigenvalue

A = molecular mean free path (nm)
1 = arbitrary constant

IT = time dependent coefficients, Eq. (A6)
p = density (kg/m?)

072101-8 / Vol. 139, JULY 2017

p, = electrical resistivity (uQ cm)
7 = heat wave period (us)

¢ = POD mode

Q = two-dimensional domain

R = covariance matrix

Subscripts

de = dielectric
int = interconnect
obs = observation

Superscripts

C = mean centered
o = initial value

Appendix: Analytical Proof

Here, we show that the POD modes for the same geometry will
not change by changing the temporal dependence of the heat
source. The transient heat equation is considered (Eq. (A1))

T (x,y,1) 1

——q" 1) — aV2T(x,y,1) =0 Al
BT pcpq (%, 3, 1) = aV T(x,y,1) (AD)
with homogeneous boundary conditions (BCs)
OT (x,y,t
& =0 (A2q)
ox =0
OT (x,y,t
R IL) ) (A2b)
ay x=0
and initial condition
T(x,y,t =0) =f(x,y) = const (A20¢)

First, the case where ¢”(x,y,7) = 0 is considered. For this case,
Eq. (Al) is simplified to

T (x,y,t)

o = ocVzT(x, v, 1)

(A3)

Since Eq. (A3) is a homogeneous PDE with homogeneous BCs,
the method of eigenfunction expansion can be applied to solve for
T(x,y, 1) as

T(x,y,1) = Z > Th(0)O(x,y) (A4)

where ®, (x,y) are the basis functions. I',(z) are the time-
dependent coefficients that can be found by projecting T(x,y,t)
onto the basis vectors ®,; (x,y). Ultimately, using the method of
separation of variables, the temperature field can be written as

T(x,y,0) =) Z L (6)X, (0)Y4(y) (A5)

Once the basis functions for the homogeneous equation (Eq. (A3))
are determined, we look at the original nonhomogeneous equation
(Eqg. (A1)) which includes the source term ¢"(x,y, ). The basis
functions are assumed to be the same for both homogeneous and
nonhomogeneous PDEs. In other words, the source term
q" (x,y,1) can also be expanded into the same basis functions for
temperature; i.e., X(x) and Y(y), because ¢"(x,y,f) stays in
the same Hilbert space as 7(x,y,t). Hence, the source term can be
written as
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ZZHH 1 v(y)

q" (x,y,1) (A6)

Now that the basis functions are the same for both of Egs. (Al)
and (A3), the time-dependent coefficients I1,4(#) in Eq. (A6) can
be found by projecting ¢ (x,y, ) onto the basis vectors ®, (x,y)
as

T(1) = XY (), 4" (x,5,1))

The derivatives of temperature, 0°T(x,y,t)/0x%, O*T(x,y,t)/Oy?,
and OT(x,y,t)/0t, are calculated from Eq. (A5) and substituted
into Eq. (A1) which yields to

(AT)

61",3
2.2 g XWno)
+o ZZ#%D‘S([)XI(X)YS y +ZZV )YS(}’)
pCPZan Yi() =0
(A8)

Simplifying this equation provides

Ol ) 1
z]:zj: |:T([)+ ar"‘"(t) ('ul2 + V%) _pTPHm(t) X Xl(x)Yt(y) =0
(A9)

Applying the orthogonality condition to the basis functions X(x)
and Y(y) results in

Ol (1)

B I1,,(t) =0

1

Co(0) (12 4+ 92) —— Al0
+ ol (6) (1] +97) pra (A10)
To find T2, the initial condition for T',,, we apply Eq. (AS) into
the initial condition for the temperature, (Eq. (A2¢)) as

= Z Z 1",3(1 = O)Xr
= Z Z FO,.SX,-(X)YS (y)

where 0 can be determined by projecting f{x,y) onto the basis
functions X(x) and Y(y) as

rr(')s(t) = (X,.(x)YS(y),f(x,y))

Once I, is determined, Eq. (A10) can be solved for I, in the
entire domain. The discussed arguments demonstrate the reason-
ing behind the fact that once the POD modes are determined for
the homogeneous problem, the source term (nonhomogeneity) can
be written in the form of a summation of the POD modes obtained
originally. Hence, by varying the time dependency of the heat
source in our problem there would be no need for any further
observation generation.

f(x,y) :T(X,y,l:()) (X)Yx(y)

(Al1)

(A12)
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