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The atomistic Green’s function method (AGF) has emerged as a useful tool to study phonon
transport across interfaces. A comprehensive review of developments in the AGF method
over the last decade is provided in this chapter. The content includes a discussion of the
fundamentals of a Green'’s function starting from a continuum viewpoint and extending it to
the atomistic regime. Comprehensive derivations of the AGF equations (within the harmonic
framework) are presented along with intuitive physical explanations for the various matrices
involved. The numerical issues in computational implementation of the various mathematical
equations are illustrated with a one-dimensional atom chain example. The application
of the AGF method to dimensionally mismatched and bulk interfaces and the process of
obtaining polarization-specific transmission functions are illustrated with examples. Recent
advancements such as integration of the AGF method with other tools (such as density
functional theory and Boltzmann transport equation solvers) and extension of the AGF
method to include anharmonicity are also presented. Comparisons of results from the AGF
method to experimental measurements for superlattice and metal-graphene interfaces are
provided.
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1. INTRODUCTION

The theoretical and experimental study of phonon transport across heterogeneous inter-
faces forms an important part of contemporary literature on nanoscale thermal trénsport.
Miniaturization of device sizes to submicron length scales has led to systems with in-
creased density of interfaces and boundaries. Detailed understanding of heat transfer across
interfaces is critical to applications such as the design of thermal interface and thermoelec-
tric materials. Thermal interface materials (TIM) are used to reduce the temperature drop
across solid-solid interfaces in many applications such as the interface between a micro-
processor and a heat sfkr the interface between a heat source and a thermoelectric
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NOMENCLATURE

reduced Planck’s constant (Js)
wave vector (mt)

interfacial thermal conductance
(W/m2K)

transmission function

spectral function matrix £
uncoupled spectral function
matrix (&)

wave velocity in string (m/s)
density of states (s)

energy associated with degrees
of freedom (J)

forcing function

inverse Fourier transform
harmonic force constant (N/m)

Bose-Einstein distribution function

total Green'’s function matrix
uncoupled Green’s function
(i.e., the Green'’s function before

S

T temperature (K)

t time (s)

to time at which impulse is applied
U interatomic potential (J)

u atomic displacement (m)

Vg group velocity (m/s)

Z acoustic impedance (kg#s)

0" positive infinitesimal number
Greek Symbols

r a matrix defined for algebraic

Y
¢

connecting the device and contacts)

harmonic matrix (52)

identity matrix

unitary imaginary number
energy flux between vibrational
degrees of freedom (W)
harmonic force constant
between vibrational degrees of
freedom (N/m)

differential operator

local density of states (s)

bond length in a one-dimensional

(1D) chain of atoms

atomic mass (kg)

phonon polarizatio

heat flux (W/n?)

number of degrees of freedom
in the contact

column vector representing
excitation of device due to

6(t)
by
T

¢

B

w

Subscripts and Superscripts

*

T

AMM acoustic mismatch model

phonon waves from the contacts ¢

source term representing inflow
of phonons into the contact

convenience that physically
represents the escape rate of
phonons from the device into the
contacts

polarization specific escape rat
point of application of impulse
angle of incidence

Heaviside function

self-energy matrix

connection harmonic matrix
between groups of atoms (%)
column vector representing
vibrational degrees of freedom
column vector representing
change in the original contact
vector¢¢ after the contact and
device are connected

column vector representing
vibrational degrees of freedom
in the connected device
angular frequency (s)

1%

complex conjugate
conjugate transpose

contact region
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NOMENCLATURE (Continued)

D atoms in the device region that aleD  atoms in the device region that are
not connected to either contacts connected with atoms in left contact

d device region, including LD, RC atoms in the right contact that are
D, and RD connected with the device

DMM diffuse mismatch model RCB bulk portion of right contact

LC atoms in the left contact that representing atoms in right contact
are connected with the device that do not have any bonds

LCB bulk portion of left contact with atoms in the device
representing atoms in left contacRD atoms in the device region that are
that do not have any bonds connected with atoms in right
with atoms in the device contact

device® The engineering of nano-structured thermoelectric materials such as superlat-
tices* and nanowire3 relies on interfacial phonon scattering to reduce the thermal con-
ductivity and increase the figure of merit. Although the overall impact and final objective
of interface design can vary depending on the application, a thorough understanding of the
physics of interfacial phonon transport is critical for all such applications.

The development of predictive theoretical and computational models is expected to
aid the design of interfaces for the foregoing applications. The last decade has also seen a
rapid development in experimental techniques to probe phonon transport at the nanoscale.
Schwab et af performed carefully controlled experiments at very low temperatures of the
order of0.8 K and measured the quantum of thermal conductance (predicted theoretically
earlier by Rego and Kirezendfor phonon transport in a one-dimensional channel. Tech-
niques such as tiizv method and time-domain thermoreflectarideave been extensively
used to study thermal transport at the nanoscale. Reference 1 provides a comprehensive re-
view of the various metrology technigues. Simulation models are important to interpret
and understand the results from measurements of phonon transport. Computational mod-
els also elucidate the finer details of interface transport, such as phonon mode conversion
and the spectral dependence of phonon transmission. Such details are difficult to measure
directly in experiments and are generally buried within the overall resistance value that is
obtained from a measurement. However such detailed information can aid the engineering
of phonon transmission across interfaces.

Consider two materials 1 and 2 joined together to form an interface. The heat flux from
material 1 to 2 is given by the following integral:

o0

27-[7'[/2

1 o .

qlﬁzwzp:///hwvg(w)fBE(w,Tl)T(k)k;desmecosededq> (1)
0O 0 O

where the integration of phonon energies is performed over all azimuthal apgkds
angles of incidence®, and over all phonon wave vectoks fg (w,T’) denotes the
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Bose-Einstein distribution function, ang(w) cos 8 denotes component of group velocity
normal to the interface7 (k) denotes the phonon transmission probability, amépre-

sents the various phonon polarizations. A similar expression can be written for the heat
flux from material 2 to 1. Using the principle of detailed balance and for small temperature
differences across the interface, the following expression can be obtained for the interfacial
thermal conductance:

27t /2 0o
— 1 ang(w,T) 2 .
G= Sﬂgzpj/ / /hwvg(w)aTT(k)k dksin @ cos8dOdd  (2)
0 0 O

Once the dispersion relation and the closely associated group velocity are known, the prob-
lem of determining the interfacial thermal conductance reduces to calculating the trans-
mission functiorZ (k) for different polarizations. This is the central problem in modeling
interfacial phonon transport, and various theoretical and computational models have been
proposed in the literature to compute the transmission function. The acoustic mismatch
model® (AMM) was one of the earliest efforts in this direction, for which the transmis-
sion function is based on the assumption that phonons reflect and transmit across interfaces
in a specular fashion similar to acoustic waves (Fig. 1). The specular assumption, combined
with stress and displacement continuity conditions at the interface, can be used to obtain
the following expression for the transmissivity!

47179 cos 01 cos 0y
T = 3
MM (Z1 cos g + Zy cos 01)2 @)
AMM |
| incident DMM
I reflected reflected
incident l
| 1
-
2

transmitted

transmitted

FIG. 1: Schematic of specular and diffuse scattering assumptions in the acoustic and diffuse
mismatch models respectively. In the AMM, the reflected and transmitted waves have a
definite angle determined from Snell’s law. In the DMM, a uniform probability density
exists for the directional distribution of reflected and transmitted waves.
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where Z; and Z, denote the acoustic impedances of materials 1 and 2 and are defined
as the product of mass density and acoustic wave velditand 6, denote the angles

of incidence and refraction, respectively, and are related through Snell’'s law of refraction.
The transmissivity is independent of frequency and excludes the possibility of mode con-
version at the interface. The assumption of specular reflection is valid only for perfectly
smooth interfaces or for phonons with wavelengths much larger than the scale of interface
roughness. Thus, the AMM is strictly valid only at low temperatures that are well below the
Debye temperature, where the phonon distribution is concentrated in the long wavelength
(acoustic) range. The AMM predicts a cubic dependence of thermal boundary conductance
on temperature for three-dimensional (3D) materiéls.

At high temperatures and in nonideal rough interfaces, phonon reflection and transmis-
sion at an interface are expected to be more diffuse than specular. Swartz atpeohl
formed measurements of thermal resistance at solid-solid interfaces for a range of tempera-
tures from 1 to 300 K. Their experimental results matched well with the AMM predictions
for temperatures up to 30 K, but the results diverged from theory for higher temperatures.
This observation led them to consider the effects of diffuse interface scattering, and the
diffuse mismatch model (DMM) was proposétiThe DMM assumes that the direction
of phonon wave propagation after it reaches an interface is completely uncorrelated with
its initial direction, i.e., a phonon forgets its identity after reaching the interface (Fig. 1).
Under this assumption, the probability of transmission from material 1 to material 2 should
be the same as the probability of reflection for a phonon from material 2 incident on the
interface. The above argument combined with the principle of detailed balance leads to the
following equation for the transmissivit:

> Da(w)vge

N > Di(w)vg + 3 Da(w)ege

Tomm ((U) (4)

where the summations are carried over different polarizations. Equation (4) assumes elastic
scattering at the interface (i.e., a phonon from medium 1 of frequencgn only transmit

into a phonon of the same frequencyirrespective of the mode). The DMM is more appro-
priate than the AMM at high temperatures where the phonon distribution is concentrated
near the edge of the Brillouin zone and hence likely to be affected by surface roughness at
the interface.

Extensions of both the AMM and DMM have been studied in the literature. A scattering-
mediated AMM was proposed by Prasher and Phélavhere the effects of scattering
near the interface were considered using an analogy with radiative transport. Prasher
also modified the AMM to account for weak van der Waals type bonding at the inter-
face, because the traditional AMM assumes a perfectly welded contact. Dud® ebak.
sidered different variations of the DMM where expressions for the transmissivity were
obtained under various conditions that included partial to total diffuse scattering and elas-
tic and inelastic scattering. Reddy et*&Iperformed calculations for thermal resistance
by applying the DMM on the exact dispersion curve and showed that the resistance val-
ues could be significantly different from that obtained using the Debye model for disper-
sion.
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In spite of the various extensions to the classical AMM and DMM, the central fact
remains that neither of the traditional models explicitly accounts for phonon mode conver-
sion at the interface. Also, neither considers the strength of bonding between materials that
comprise the interface. Such bonding considerations are especially impbhacause the
interface resistance is expected to be vastly different for a chemically bonded interface as
compared to an interface that only involves weak physical interactions. As an example, the
thermal interface resistance of palladium-bonded carbon nanotube arrays was found to be
~50% less than the interface resistance of CNT arrays that were dry bonded (weak van der
Waals interactions) to the substrafeAMM and DMM also assume a perfect lattice for the
materials that comprise the interface and do not consider the dependence of transmissivity
on the detailed local arrangement of atoms. Such dependence is expected to be impor-
tant especially at high temperatures for which transport is dominated by short-wavelength
phonons.

In light of the above limitations, a need exists for atomistic interface transport models
that explicitly consider the detailed atomic arrangement near the interface, the strength and
nature of interfacial bonding. Molecular dynamics (MD), lattice dynamics (LD), and the
atomistic Green'’s function (AGF) method are three popular atomistic techniques that have
been used in the literature to calculate thermal interface resistance. MD is a direct method
in the sense that all the computations are performed in the time domain, whereas LD and
AGF are both frequency-domain techniques. All three methods require the definition of
inter-atomic potentials, which if not knowanpriori should be derived from first principles
calculations. The focus of this chapter is on the Green’s function method, but here we also
briefly describe MD and LD to highlight their important features.

Classical MD has emerged as a useful tool to study thermal transport across interfaces,
especially with the emergence of enormous computational power in the last decade. The
method primarily involves numerical integration of Newton’s second law for every atom in
the system. MD simulations can directly calculate total interface resistance without resort-
ing to the Landauer approach and the transmission function formalism. However if spectral
phonon transmission information is desired, carefully controlled MD simulations known as
wave packet simulations must be employ@avave packet simulations typically involve a
specific initial displacement pattern so as to excite a localized phonon wave of a particular
polarization and frequency. This wave packet is allowed to propagate toward an interface,
and the reflected and transmitted packets are analyzed to compute a mode-specific trans
missivity.

An important feature of MD is the fact that anharmonic scattering is included in a
very natural manner without any significant effort. Hence, MD is expected to be a use-
ful tool at temperatures higher than the Debye temperature of the material, where anhar-
monic scattering is expected to significantly influence phonon transport. Another feature
of MD is the fact that atomic positions near the interface need not be koprmori
and can be relaxed during the simulation. However, standard molecular dynamics uses
the classical Boltzmann distribution for phonon occupation statistics that is only valid at
temperatures above the Debye temperature. At low temperatures, the quantum nature of the
phonon occupation statistics is important and the Bose-Einstein distribution must to be em-
ployed. The classical nature of MD poses a serious limitation on its use for materials with a
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high Debye temperature; quantum corrections to the classical temperature should often be
considered as discussed in Ref. 20. Results from MD simulations are also typically sensi-
tive to domain size effect§’ and hence a domain size study should always be performed.

Lattice dynamics (LD) is another useful atomistic method to compute thermal inter-
face resistance. The method basically involves the substitution of plane-wave solutions for
the incident, reflected, and transmitted waves at an interface; the amplitudes of the plane
waves are solved by using the boundary conditions or equations of motion for atoms near
the interface. We refer the reader to the Refs. 22—-24 for the exact details involved in a
LD calculation of thermal interface resistance. Unlike MD, LD is strictly valid only at
low temperatures because of the use of harmonic force constants to describe the interac-
tions between atoms. LD is appropriate at temperatures well below the Debye temperature,
where anharmonic interface scattering can be neglected. Unlike MD, LD is a frequency-
domain method and hence ideally suited for studying phonon mode and frequency specific
transmission across interfaces. It does not require any special techniques such as the use
of wave packets in MD to compute the spectral phonon transmissivity. Also, LD typically
works on periodic systems and does not suffer from finite domain size effects.

The Green’s function method is another atomistic technique to study electron and
phonon transport across interfaces. The AGF technique for phonon transport was pio-
neered by Mingo and Yantf, where the method was used to study phonon transport in
nanowires with an amorphous coating. The underlying phonon physics considered in the
AGF approach is very similar to LD because both methods neglect anharmonic phonon
processes. Although the AGF technique can be generalized to include anharmonic phonon
interactions?® this extension requires significantly more effort than the basic harmonic
formulation. Consequently most studies in the literateifé?6have used the AGF equa-
tions with harmonic assumptions, and this approach will also be the primary focus of this
chapter.

Similar to LD, the AGF method is suitable at low temperatures where the quantum
phonon population distribution is important and anharmonic scattering is negligible. How-
ever as shown Section 2, the AGF formulation considers the LD equations of the system as
a whole and obtains transmission equations that are applicable to any generalized geomet-
rical configuration. Given any system, the AGF method requires only the computation of
certain matrices (explained in more detail in Section 2) to compute the transmission coeffi-
cients. Hence, we need not worry about the details of the geometry and interface boundary
conditions that would normally be required in a LD calculation. Also, the Green’s function
of the system can directly be used to obtain the local and global density of states (DOS) of
a system; the procedure to obtain the DOS is not as straightforward in other methods.

In this review, our objective is to elucidate the fundamental concepts involved in the
Green’s function method for phonon transport and also to review some recent and advanced
developments in the field. We first introduce the basic mathematical formulation in Sec-
tion 2, and in Section 3 we discuss some computational issues involved in the numerical
implementation. Sections 2 and 3 are both somewhat introductory in nature and are in-
tended to appeal to readers with no prior knowledge of the Green'’s function technique. In
Section 4, we review recent developments of the AGF technique, such as the inclusion of
anharmonic scattering and the integration of AGF with ab initio methods, such as density
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functional theory (DFT). We also present some comparisons of results from AGF methods
with experiments. Section 4 is intended for a more advanced reader seeking a compre-
hensive review of the contemporary literature on AGF. We then conclude the chapter with
some future directions for research. A similar review that covers the fundamentals and
some advanced concepts of AGF was written by Mifgo.

2. MATHEMATICAL FORMULATION

Our objective in this section is to derive the equations and matrices involved in the atom-
istic Green’s function (AGF) method for phonon transport. As discussed Section 1, the
AGF method considers the quantum phonon energy distribution and in its basic form is
applicable at low temperatures. AGF has also been extended to include anharmonic scat-
tering, which extends the range of applicable temperatures, making it a general method for
studying nanoscale phonon transport. In spite of the rigorous nature of the method, its use is
not very widespread among the engineering community, possibly due to the mathematical
complexities of the technique. The Green’s function technique for treating many-particle
systems with interactions was first pioneered in the works of Martin and Schvifrayeat
Keldysh®l. However, their formulations involved advanced concepts such as many-body
perturbation theory with which engineers are not generally familiar. &attspioneered

the formulation of the non-equilibrium Green’s function (NEGF) method for electron trans-
port using simpler ideas, the essence of which is to decouple the mechanics of transport
from the entropy-generating scattering processes. Transport in a nanoscale device is usu-
ally ballistic with all the scattering processes concentrated only in the contacts (i.e., the two
processes are spatially separated). Such an approach of decoupling processes that are tra-
ditionally intertwined has enabled wider adoption of the NEGF method in the engineering
community.

In a similar spirit, we derive here the AGF equations for phonon transp@efore
embarking into the atomistic transport equations, we first solve a well-studied problem
of acoustic wave transmission through strings using the concept of Green’s functions. We
believe that a continuum wave transmission problem would appeal directly to an engineer’s
intuition and help the readers understand the basic idea of a Green’s function in order to
better appreciate the atomistic counterpart that will be considered in the latter part of this
section.

2.1 Continuum Green’s Functions: An Example

A Green’s function is a useful mathematical tool to solve hon-homogeneous differential
eqguations, such as the following steady, one-dimensional equation:

Lu(z) = F() (5)

where L is a differential operator anfi’ is a forcing function. The Green’s function of a
system is defined as the system’s impulse response (i.e., the Green'’s function is the output
from the system when driven with an impulse input)

LG(z;0) = d(x — Q) (6)
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The impulse respons&(z; ¢) can then be used to obtain the system’s respafisgunder
an arbitrary excitatior ()

mmz/amoﬂaa @)

In this section, we derive the Green'’s function for acoustic wave propagation in a one-
dimensional string and also obtain the classical AMM result for energy transmission across
an interface. Here, we consider the problem of acoustic wave transmission across an inter-
face between two strings made of different materials joined &t 0 (Fig. 2). The wave
speeds in the two strings ate andc,. A transverse acoustic wave is generated in one of
the strings (say left) due to an impulse excitation at positiea (< 0) and timet = ¢,,.
According to the definition above, the soluti6h (z,¢; ¢, t,) for x < 0 gives the Green’s
function of the left string. Let the solution in the right string®@e(x, ¢; ¢, t,).

0°G 1 0%°G,
_ — 6 _ 6 —t, f
0 o op (x — 0)d(t —to) orxz <0
02Go 1 0%Go
02’ o 0 forz>0 (8)

Applying a Fourier transform on both the equations, we find

2 2
886;1 ;U—QGl = §(x — Qe "Wt forz <0
xr 1
2 2
88;’;2 :—QGQ — 0 forz>0 9)

The two fundamental solutions to the homogeneous wave equation are given by
exp (twz/c) andexp (—iwz/c). We use these fundamental solutions to write the solu-
tions of Eq. (9) in the following form:

Incident
Wave
— |
&(x—C)d(1—1,) | Interface
¢, | C,
x=C I x=0
- | >
Reflected 1 Transmitted
Wave Wave

FIG. 2: Schematic of acoustic wave transmission across an interface between two strings
with an impulse excitation at = ¢, t = t,.
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Ajexp <W) + By exp <_Zw$> forz < (
c

1 C1
G = (10)
Ci exp <M> + Di exp <wa> forc<z <0
Cc1 C1
Gy = Agexp (WC) + Byexp (‘ZW) (11)
Co C2

The interface continuity conditions at= 0, the Green’s function continuity condition at
x = (, and the discontinuity in first derivative of the Green’s functiom: at ¢ combine
to produce a solution for the constants in Egs. (10) and (11). The congtaatsd B, are
zero because the wave must be traveling to the lett far ¢, and the transmitted wave for
x > 0 must be traveling to the right. Solving for the constants, we oldfgiandG,

Gi(z,w; (t,) = 12%) exp [z’w ('ZE —d — to)]

&1

incident wave

e1 (e — e [ x+
o B " 12
Z2w{01+c2 exp- Z(U( 1 + o>:|} ( )
reflected wave
. Cl 202 _‘ €T C
2(:17, w; C7 O) ZQ(,U {Cl + Co €xp _lw (CZ C1 O>:| } ( )

~
transmitted wave

Equations (12) and (13) clearly identify the incident, reflected, and transmitted waves. The
transmittance can then be calculated from the following equation:

T =

[reflected wavg c1—ca)? 4eico 14
\incident Wav¢9 N (Cl + 02) N (Cl + 62)2 ( )
where |incident wavé and |reflected wavedenote amplitudes of incident and reflected
waves, respectively. The energy transmission coefficient is dependent on the square of
these amplitudes. The expression for the transmission coefficient above matches the clas-
sical AMM result in Eqg. (3) for normal incidence. This can be seen by noting that the
acoustic impedance in a 1D string can be defined as \/T'u, whereT is the tension in
the string andt is the mass per unit length. The wave velocitg given byc = /T'/u. In
this section, we have interpreted the Green’s function as the impulse response of a system
and found the Green’s function for a continuum wave transmission problem. We proceed
to derive the Green’s function method for atomistic phonon transport and show that the
Green’s function in the discrete atomistic case can also be interpreted as the impulse re-
sponse of the system.
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2.2 Atomistic Green'’s Function Method: Formulation

The AGF method is ideally suited for a geometry such as that shown in Fig. 3, where a
small “device” region is connected to large reservoirs or “contacts” that are held at constant
temperatures. The objective is to compute the spectral transmissivity for phonon transport
from contact 1 to 2 so that it can be substituted in Eq. (2) to obtain the interface thermal
conductance. The derivations in this section assume that the device is small enough that
phonon transport can be considered to be ballistic or coherent. All phase-breaking scat-
tering processes are assumed to be concentrated at the interfaces between the device and
contacts. This assumption is not however a fundamental limitation of the Green'’s function
method; more advanced formulatidhsnclude anharmonic scattering within the device

and will be reviewed in Section 4. However, most current literature on AGF considers only
harmonic interface and boundary scattering.

2.2.1 Harmonic Matrices

The AGF method is founded on the harmonic matrices of the contacts and device. The
elements of the harmonic matrix physically represent the harmonic force constants of the
bonds connecting various atoms. Mathematically, the harmonic matrix is defined as fol-
lows:

0*U .
f
u u 1 Oup,0ug tp7a 5
={ pq}*m ) 52U . (15)
Oug0uy, p=a
k#q

whereU is the interatomic potential energy function amds the individual spatial dis-
placement away from the equilibrium bond separation. The harmonic matrix is typically
obtained by assuming a suitable form of interatomic potentials and then linearizing it to

Device (H,)
Contact 1 (T)) /I,l Ballistic transport —\]_~ Contact 2 (T))

H, /Ll /1/1 H,

Harmonic
interface
scattering

FIG. 3: Schematic of a typical phonon transport problem considered in the AGF formula-
tion. All phase breaking processes occur due to harmonic interface scattering and ballistic
phonon transport occurs in the device regiflh, H, and H; denote the harmonic matrices

of isolated contacts and device, respectively.
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obtain the harmonic force constants. The force constants can also be obtained from a first-
principles DFT calculation as discussed further in Section 4. The foregoing model includes
only harmonic springlike potentials; other more complex potentials that arise, for example,
from Coulombic interactions in ionic materials could be included but are neglected in the
present work. Given the harmonic matrik of a closed system, the following eigenvalue
eqguation is satisfied:

[w?I — H]p =0 (16)

where{¢,} = up\/ﬁp is the vector of atomic displacements multiplied by the square root

of the corresponding atomic mass. However, in our problem the reservoirs or contacts are
held at a constant temperature by an external heat source or sink (i.e., there is an exchange
of phonons from the contacts to the surroundings). For such an open system, Eq. (16)
requires modification to the following?

[(w? 40T — H|b = s (17)

where0™ is a small positive infinitesimal factor that introduces damping in the open sys-
tem. It physically represents the leakage of phonons out of the contact. The fact that the
term 0™ introduces damping can be seen by considering a simple system with a single
eigenfrequencyv,,. For such a system, the harmonic matkxis just a numberw?. The
inverse Fourier transform of the terw? ¢ becomes-(d%¢/dt?), and Eq. (16) in the time
domain can be written as follows:

d*¢

GE = Wb (18)
whose solution is given by = exp(—iw,t). Similarly, when Eq. (17) is written in
the time domain, the solution is given by = exp (i /w2 — i0Tt) ~ exp (—iw,t)
exp|—07t/(2w,)], which represents a damped harmonic solution. Although the magni-
tude of this damping given by* may seem negligible, the overall effect is to produce
a finite damping as this infinitesimal effect is applied over a semi-infinite region of the
reservoir, and the product of infinitesimal and semi-infinite factors produce a finite effect.
The source term in Eq. (17) physically represents the inflow of phonons into the con-
tact. The discussion below does not explicitly require calculatio which is eventually
eliminated from the equations.

2.2.2 Green’s Function Formulation

When the contacts and the device are coupled together, we need to use the total harmonic
matrix Hiot

Hy, T 0
Hor= |71 Hg T2 (19)
0 b Hy

whereH, H,, andH, represent the harmonic matrices of isolated contacts and the device,
respectivelyT; andt, are connection matrices that contain the force constants for bonds
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between atoms in the device and contacts. If the device and reservoir regions (both left and
right) containd and R degrees of freedom, respectively, then the matriggsnd H; (or

H>) are of sizes! x d andR x R, respectively. The matrix; (or 13) is of sized x R.

The reader that is not familiar with this idea of splitting the total harmonic matrix into its
various components is referred to Section 3, where we consider a simple 1D atom chain
example. Using the total harmonic matrix in Eq. (19), Eq. (17) for the entire system of
device and contacts can be written as follotws:

(w2 +i0M) I — H; —l 0 S +x1 s1
—T1 (,U2[ — Hd —T9 ll) = 0 (20)
0 —th (w240 — Hy| |95+ X2 52

whered{ and¢p$ are the eigenvectors of the isolated contacts, i.e., they satisfy the equa-
tions[(w?+i0T)I — Hy]b§ = s1 and[(w? +i0T) ] — Ha]dS = s2. X1 .2 represents change

in the atomic displacements of the contacts after coupling with the device; eapatesents

the excitation of atoms in the device due to phonon waves from the contacts. Equation (20)
is the same as Eq. (17) for the entire system of device and contacts. Considering the first
row in Eqg. (20), we obtain

[(w? +i0F)] — Hy)d$ +[(w? 4 i07)] — Hylxs — Thp = 51 (21)

From Eq. (21)x: = glﬂtp whereg; = [(w? +i0%)I — H;]~! is the uncoupled Green’s
function of contact 1. Similarly by considering the third row of Eq. (20), it can be shown
thaty, = goTh, whereg, = [(w? +i0%)I — Hy] ™! is the uncoupled Green’s function
of the right contact. Substituting fo; 2 into the device subset of equations [row 2 in
Eq. (20)], the following equation for the device displacement vedtar obtained:

{0} = [wI — Hy— 5, - T 7'{S} (22)

whereGy = [w?I — Hy— ¥, — ]! is the device subset of the overall Green’s function.
¥ andX, are the self-energy matrices associated with contacts 1 and 2, defined by

=TT, Do = TagoTh (23)

The termS defined Eq. (24) physically represents the excitation of the device by phonon
waves from the contacts

{5} = md] + 1205 (24)
S S

We emphasize here the distinction between the various Green’s function méiyicesl

g1, g2. g1 andgs are the Green'’s functions of the respective contacts calculated using the
harmonic matricegl; andH,. g, andg, have been referred to as bulk Green’s functfon

or uncoupled Green’s functidf®’in prior literature. Such nomenclature arises from the
fact that they are calculated using submatriéeésand H, that correspond to the bulk
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contacts in the total harmonic matrix. Green’s functions calculated using specific subma-
trices of the total harmonic matrix are denoted gythroughout this chapter where the
subscript corresponds to the region to which the uncoupled Green’s function corresponds.
Overall Green’s functions are denoted Gywith subscripts to denote specific subsets of
the overall Green'’s function. For instanc&y is the device subset of the overall Green’s
function of the systentr [i.€., Giot is the Green’s function obtained by using the har-
monic matrix of the entire system (deviee contacts)].G4 is just a submatrix of7
corresponding to the device portion

w? +i0F — Hy —d 0 -
Gtot = —T1 w2 + 0T — Hd —T2 (25)
0 —} w? 40t — Hy

The physical meaning of the self-energy is discussed in detail by Battan important
difference betweenH] and[X] is that[X] is not a Hermitian matrix, unlikéH] which

is guaranteed to be Hermitian and can hence have only real eigenvalues. In fact, the anti-
Hermitian part of:. defined byl' = i[¥ — Xf] gives the phonons in the device a finite
lifetime. X is similar to the infinitesimal0™ introduced in Eq. (17), and its magnitude is
proportional to the rate of leakage of phonons from the device into the contacts. However,
¥ is in general finite, unlike the infinitesimal dampifg that we considered for the semi-
infinite contacts. In the notation of Ref. 32js called the “escape rate” for phonons leaking
from the device into the contacts. One of the advantages of the AGF formulation is its
avoidance of explicit treatment of the large harmonic matrices associated with the contacts.
Often we are interested only in the device region, and inspection of Eq. (22) reveals that
the device displacements only depend on the device subset of the Green’s function that can
be computed without evaluating all the elements7gf. The details of efficient methods

to compute a small subset of the overall Green’s function will be discussed further in
Section 3.

2.2.3 Density of States and Spectral Function

For a system with a harmonic matrk (n x n matrix), the square root of the eigenvalues
of H denoted by{w;, w2 ... w,} give the discrete eigenfrequencies of the system. The
global vibrational DOS of the systef(w) (measured in seconds) is then given by

n

D(w) = 8w — wy) (26)

k=1

The global DOS can also be defined in a slighly different form as follows

D(w) = z”: 2wd(w? — wj) (27)
k=1
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Note that both Egs. (26) and (27) are equivalent definitions of DOS and satisfy the follow-
ing property:

Wg+ Wi+
/ d(w — wg)dw = / 2w (w? — wi)dw =1 (28)
Wr— Wr—

However, defining the DOS in the form of Eq. (27) helps us relate the DOS directly to the
Green’s function defined in Section 2.2.2.

Equation (27) provides only the global DOS and does not provide information about
the spatial variation of the DOS. The spatial variation of the DOS can be obtained by
weighting each term in Eq. (27) with the corresponding phonon eigenvector. This method
of obtaining the local phonon DOS is in direct analogy with the electronic local DOS
defined in Ref. 32, where each term in the summation is weighted by the modulus squared
of the corresponding electronic wave function. For phonons, the expression becomes

D(7 w) = 2w8(w? — w}) (7). (7) (29)

k=1

where ¢, denotes the eigenvector corresponding to eigenvalfieEquation (29) is not
limited to the contacts alone and applies to any closed system whose eigenvalaas
eigenvectorgp;, satisfy the eigenvalue equatk@w%[ — H] & = 0. For a system withV
atoms at positions,, 7% . . . 7, &k (7, ) denotes thenth component of the phonon eigen-
vector corresponding to eigenvalug . Equation (29) can be interpreted as the diagonal
elements of the matrif (7, 7/; w) defined as follows:

D(7,r; w) = 2w ) 8(w? — wi)pu (R Pk (r7) (30)
k=1
Now we introduce the spectral functiof(7, r w) defined by
A(F Z (w? — W) br (i () (31)

From Egs. (30) and (31), the spectral function and the local DOS matrix are relafed by
. A(F, 15
D(F, 7 w) = LA W) (32)
T
Thus, the spectral function at a particular frequency is directly proportional to the DOS.
The factor2rt in Eq. (31) is a numerical convenience that is useful when we approximate
the delta function by a Lorentzian. The spectral functiti¥, »') defined in Eq. (31) can

be viewed as the real-space representation of the following generalized eqifation:

Aw) = 2r8(w?[1] — [H]) (33)
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Equation (31) emerges when Eq. (33) is evaluated in the real-space representation. When
evaluating a function of a matrix (delta function in the present case), the matrix should first
be diagonalized and the function is then evaluated for each of the diagonal elements of
the matrix. This diagonal matrix is then transformable back to any particular basis. If we
choose the eigenvectors of the mafii as the basis, then the spectral function becomes a
diagonal matrix a§H | is itself a diagonal matrix with its eigenvaluée?, . . ., w?} along

the diagonal. If the eigenvectors [d@i| are chosen as the basis, then the spectral function

is given by the following diagonal matrix:

S(w? — w?) 0 0 ... 0
0 S(w? —w3) 0 ... 0
Alw) =27 ) ) . (34)

0 0 §(w? —w?)

The trace (sum of diagonal elements) of the spectral function is proportional to the global
DOS and is the same irrespective of the basis in wHidh represented.

We can also express the spectral functitiow) in terms of the Green’s function of the
system. This relation can be obtained by approximating the delta function as Lorentzian in
the limit, where the width of the Lorentzian tends to zé#dn the eigenvector basis, the
matrix A(w) is diagonal as shown in Eq. (34). Thth diagonal element can be expressed
in the following form using the Lorentzian function:

. 2n
. — 2 _ 42y —
A(ka k? (U) - 27'[6((1) wk) - nli%lJr ((U2 _ W%V +n2

. 1 1
NZ(wQ—w%+i0+ ; w2—w%—i0+>
= i[G(k, ks w) — G(k, k; w)7] (35)

where the last equalitg (k, k; w) = 1/(w? — w? +i0™) is obtained by evaluating the
Green’s function matrixz(w) = [(w? +i07)I — H]~! in the basis of eigenvectors &f.

In such a basis where both(w) andG(w) are diagonal matrices, the equatid(k, k) =
i|G(k, k) — G(k, k)*] can be extended to the corresponding matrix form

A(w) = 2m8(w?[I] — [H]) = i{[(w? +i0")I — H]7* — [(w? —i0") [ — H] '}

=i(G - G") (36)

where
G(w) = [(w? +i0")I — H]* (37)

is the total Green’s function of the system as discussed in Section 2.2.2. Because we have
convinced ourselves that the relatidgn= i(G — GT) is valid in one particular basis in
which the matrices are diagonal, the relation should be valid in any other basis as well.
The fact that we can calculate quantities such as the local and global DOS directly from
the Green’s function is one of the advantages of using the AGF approach for interface
transport as compared to lattice dynamics.
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2.2.4 Green’s Function: Physical Interpretation

In order to appreciate whgx(w) given by Eq. (37) is called the “Green’s function,” we
first transform it to the time domain. In the basis of eigenvectorgiof G(w) is a diag-

onal matrix and its inverse Fourier transform is just the inverse transform of its diagonal
elements. Thus, thith diagonal element af(¢) is given by the following equation:

Gk, ki t) = FU Gk, ks w)] = F~! <w2 T e wz)
_ %[exp(—izt)@(—t) + exp(izt)8(t)] (38)

where6(t) is the Heaviside step functiots —! denotes the inverse Fourier transform,
andz = \/w? —i0%. It can be shown by simple substitution ti@tk, k; ¢) satisfies the
following differential equation:

82
<6t2 + Wi — io+> Gk, k;t) = —8(t) (39)

More generally, the matri% (¢) satisfies the following impulse response equation:

82
(—(%2 — [H] + i0+> G(t) = 8(t)[I] (40)
Thus, the Green'’s function in the discrete atomistic case can also be interpreted physically
as the impulse response of the lattice dynamics equations, similar to the Green'’s functions
in the continuum problem discussed in Section 2.1.

2.2.5 Transmission Function

As mentioned in Section 1, the transmission probability of phonons is the only unknown
guantity when calculating the interface thermal conductance using Eq. (2). In this section,
we derive the spectral transmission function in terms of the Green’s function and other
matrices defined earlier. The formulation for the heat current is similar to that followed in
Ref. 25, and the transmission function is expressed in terms of Green’s functions using a
similar methodology to that of Ref. 32. The enetfy associated with thgth degree of
freedom is given by:

E, = 1 Z (Upkpq“q + “qkqpup) + 9 pUplp (41)
———
! kinetic energy

potential energy

wherek,, represents the force constant betweerptheandqth degree of freedom

kpq = Hpq V M, M, (42)
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The time derivative of, is given by

.1 - o o oy My e
E, = 1 Z (ubkpquq + upkpgtiq + uikgpupy + ugkeptiy) + TP(u;up +ukiy)  (43)
q
From Newton's second law/ii, = — > kpqug and Myus = — 3 kgpu. Using these
q

q
equations, Eq. (43) can be reduced to

. 1 " . . . * .
E, = 4 Z (upkpqtiq + ugkoptp — ufkpguq — ugkeptip) (44)
q

Substitutingu, = ¢, exp(—iwt)/\/M, andu, = ¢, exp(—iwt)/\/M,, Eq. (44) sim-
plifies to the following:

E, = %Z [bpHpgdg — bgHopdyp] = Z Tra (45)
q

q
From Eq. (45), the energy flux between two degrees of freedprand v, is naturally
defined by
w * *
Ipq = Z[%Hpqd)q - ququd)p} (46)

The total energy flux from the left contact to the device is obtained by summing Eq. (46)
over all pairs of degrees of freedom in the contact and device and can be expressed as:

W Tr [biTidy — ¢f]y]
J= > (47)

where the matrixr; is the connection matrix between the degrees of freedom of the left
contact and the device. The contact displacement vdctawas previously expressed as

a sum of the eigenvector of the isolated contagtand a reflected wavg; . Substituting

b1 = ¢ + x1 into Eq. (47), we can separate the net energy flux into two parts

wTr [Wimes - o tiw] @ Tr ity - wit]
2i B 2i
Inflow(J1 ;) Outflow(J1 ,,)

g = (48)

In Eq. (48), the term containing the uncoupled eigenvector of the copfastinterpreted

as an inflow term and the term containigg the induced displacement vector in the con-
tact after connecting to the device is interpreted as the outflow term. We first focus on the
inflow term here. From Egs. (22) and (24), we know that G;S = G4(S1 + S2) and

S1 = 119§ Substituting in the inflow term of Eq. (48)

wTr |STGIS: - ${Gas|

Jri = %

(49)
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The source terms from the two contacts add incoherently to produce the net heat flux, and
there exists no definite phase relation between the sources from the contacts. Therefore,

S8, =818 =0 (50)

Using Eq. (50) and remembering that the trace is independent of the order of multiplication,
Eq. (49) can be simplified as follows:

wn@ﬂ@-&ﬂ@}
>
wﬂﬁﬁmﬁ

-—L (51)

Jii =

where we have used the relatioty = (G4 — Gfl) to obtain the second equalityd,
denotes the device subset of the overall spectral function. To obtain the total inflow, we
need to sum Eq. (51) over the source terms contributed by the different eigenvectors of the
left contact:

1
Jl,i = 5 Z Wi Tr <T1d)§kd)§LTIAd)
k

. (z wm;kqﬁz) A,
k

where the summation extends over all the eigenvectors of the left contact. To express
Eq. (52) in terms of Green’s functions, we need to consider the following normalization
condition for phonons in the contact. The idea is to equate the classical energy (kinetic
+ potential) to the quantum energy of phonon modes. Equation (41) gives the total en-
ergy associated with theth degree of freedom. As before, from Newton’s second law
> kpqug = —Mpii, andy_ kqpul = —Muk. Substituting into Eq. (41), we find fdE,

q q

1
=_-"Tr

5 (52)

1 . - . 1 .
E, = —E(Mpupup + Mpupus) + 5 Mpuiip (53)

The classical energy of theth degree of freedom associated with a particular eigenfre-
quencywy, is calculated by substituting, , = ¢ , exp(—iwxt)/+/M, into Eq. (53)

E, = wi| 5 .7 (54)

where¢; , denotes theth component of théth eigenvector with eigenvalue?. The
classical energy of theth degree of freedom over a frequency square rangevdfw? +
dw?) is given by

Eywh) = > wflop,l (55)

w?e(w?,w?+dw?)
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The quantum energy of phonon modes in the frequency square (arfgev? + dw?),
associated with thgth degree of freedom is given by

EP(wQ) = th(FP? w2)fl(3)E(w7 Tl)dw2

2
D5 W
_ P w”)

o ng(LU,Tl)d(DQ (56)

whereD(7,, w?) denotes the local density of states associated witptthdegree of free-

dom. We have used the fact that local density of states atth#egree of freedom is given

by thepth diagonal component of the spectral function of isolated comtackimilar to

the uncoupled Green'’s functions, we denote the uncoupled spectral functiorEluat-

ing the classical [Eq. (55)] and quantum [Eg. (56)] energies and extending the respective
equations to their corresponding matrix forms

., c a o
> Wby = h - fe(w, T)dw? (57)
w?e(w?,w2+dw?)

Thus,
h
Zwkd)i‘b? _/%alfé)E(val)d(w2) (58)
all k 0

Substituting the above expression into Eqg. (52) gives the rate of energy inflow as follws:

[ee]

hw
Jl,i :/ o T‘r(TlalTiAd)fé’E(w,Tl)dw (59)
0
- oOh“’T 1 Ag) fee(w, T1)d
= | 51 r(I'1 Ag) fge(w, T1)dw (60)

0

wherel'; = i[$;—%1] = i[t;(g1—g!)7]] = 110, 7] isthe “escape rate” for the connection
between the left contact and the device.

We next consider the outflow term in Eq. (48). Substituting = glﬂxp into the
outflow term, we find

w Trip gl — pImgit]

Jio = 5
_ wTrN)T;lalTM (a1 =i(g1 — g1))
_ u)rfl"[l;w (T1 = T1a17T))
w Tr[GdZ’S*GLFﬂ (b = GyS)

w Tr[Gq(S15] + $250)GITy]
- ! 12 292)7d"1 (19, =Sis =0)  (61)
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Similar to the inflow term, we sum over all the source terms contributed by the eigenvectors
of the left and right contacts

1
To= 5T |Ga | D w8181, + Xk:wz,ksz,ksg,k Giry (62)
J

1
= §T1“ Gy T Zwl»ﬂ'd)l:j(b}j T11- + To (Z w27kd)27kc[>;k> T; G;Fl
J

k

where the summations oveérandk extend over all the eigenvectors of the left and right
contacts, respectively. Equation (62) can be simplified using the normalization condition
in Eq. (58) and can be written as follows:

[e.o]

h
Ji0= / % Tr{Ga[fge(w, T1)T1 + fge(w, To)T2)GIT ) Ydw (63)
0

Equation (64) (proven in Ref. 32) further simplifies the outflow term

Ay = G TGl = Qa1 G+ Gl Gl (64)
A A
1 2

where A, and A, are components corresponding to contributions from the left and right
contacts, respectively. Substituting Eg. (64) into Eqg. (63), the outflow term becomes

Oohw
Jl,o = /27_[ Tr[fé’E(w, Tl)AlFl + ng((U, TQ)AQFl]d(,U (65)
0

The net heat flow from the left contact to the device is therefore given by

Ji=Jii—Ji0
OOhw (o) (o) (o)
= / o Tr[fge(w, T Ag — fge(w, T1)T1 A1 — fge(w, T2)T' Agldw
0

— [ G DO sl el T) — (o, Toldw (Aa = Av + 43

0

oo

= / 27:[) TI‘[FlGdFQG:;] [ng(wa Tl) - fé)E(w> TZ)]dw (66)
0
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At steady state, this energy flux must also equal the net flux from the device to the right
contact and therefore, Eq. (66) gives the net heat flow from the left to the right con-
tact. For small temperature differences, we can approximate the difference in the dis-
tribution functions using a Taylor series expansion to obtain interface thermal conduc-
tance

G- / B0 GGl e d 67
0

T(w)

where the transmissivity (w) = Tr[FlGdFQGd].

3. 1D ATOM CHAIN AND COMPUTATIONAL DETAILS

Our objective in this section is to illustrate how the equations derived above are imple-
mented in practice. We study a simple 1D atom chain example and calculate the various
matrices, such afl,, i 2, 91,2, 21,2, andG, analytically. In the process, we also discuss

a few computational subtleties that are necessary to understand when implementing the
AGF method on a computer. These are related to the choice of the infinitesinaaid
efficient numerical techniques to calculate the Green’s function. The 1D atom chain ex-
ample considered here is simple enough to write analytical expressions, but at the same
time it serves to illustrate computational details that are relevant to the multi-dimensional
transport problem as well.

Consider a 1D atomic chain (Fig. 4) with three device atoms connected to semi-infinite
left and right contacts. We use a nearest-neighbor model for the interaction between atoms.
The total harmonic matrix for the entire system (devigecontact) is given by [see
Eq. (19)]

) . Contact 2
Contact 1 Device region

FIG. 4: Schematic of a 1D atom chain with three device atoms connected to semi-infinite
contacts on either side. Numbers below the atoms denote the respective atom ifidices.
represents the spring constant for connections between device atomemresents the

spring constant for connection between contact atoms,fantepresents the connection
between device and contact atorhdenotes the spacing between atoms and for simplicity

is assumed to be the same for device and contact atoms. The mass of the contact atoms is
m,. and that of device atoms is,.
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b_s b4 b_3 b2 b1 bo Of]

_fc fc + fcd _fcd {O]
Me Me MMy
—fed fa+ fea —fa
memgqg my mq
—Jd 2fa —fa
Hior = me mg g (68)
[0] _fd fd + fcd _fcd
mg mg MMy
_fcd fc + fcd _fc
memg me me

The total harmonic matrix can be written in the form of Eq. (19), where the submatrices
are defined as follows:

o e e Sy
Me Mg My
le 2
0w
[0] _% fc:r;fcd
fc;?:fcd _% [0]
c 2fe c
e
2 = c c c (69)
0 _Se e e [0]
Me Mg Me
fd+fcd _ﬁ 0
mq mqy
g | 2
mqg mqy mq
0 _ﬁ fd+fcd

mq myq
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o ... — Jfea 8 %
mem o
=l o Yol | e . W (70)
0] ... 0 MMy
R columns R cc:ﬁjmns

Here,H, and H, are large matrices of siz@ x R. T; andty are of size3 x R, since the
number of device degrees of freedon3idVe showed in Section 2 that the device portion
of the Green’s function can be written in the fody = [w?] — Hy — 31 — Xo] 7! =
[wQI—Hd—Tlglﬂ —ngg’f;]_l. To proceed further we need to compiiteandX,, which

in turn requires us to compute the uncoupled Green’s functigns){) of the respective
contacts.

3.1 Computing Uncoupled Contact Green’s Function

Although the connection matrices are large, Eg. (70) indicates thatbaiidt, have only

one nonzero element, because only one atom of the device is connected to one atom of the
respective contacts. Also, to compute the Green'’s funatiome only need to compute

the produc'rrlyggl,gﬂ2 instead ofg; andg, explicitly. Becauser; andt, have only one
nonzero element, we only need to compute the last diagonal elementarfthe first
diagonal element of.. The remaining elements iy andg, are not necessary because
they do not contribute to the producltglﬂ or nggﬂ. g1(R, R) andg»(1,1) correspond

to the contact atoms that bond with the device. This is shown schematically in Fig. 4 where
the contact atoms are split into two categories: LCB (RCB) and LC (RC). The atoms in
LCB (RCB) correspond to the bulk of the contact and do not have any bonds with device
atoms. Only the atoms in LC (RC) have bonds with device atoms in the region LCD (RCD).
The atoms in region D correspond to interior atoms of the device that do not have any bonds
with the contacts. On the basis of this notation, the harmonic matrices of the contacts can
be further split into components corresponding to the regions LC (RC) and LCB (RCB)

H, H
Hy = LCB LCB,LC (71)
Hycsic Hic

where
Jfe fe fe
—2f gde i fe
Hics = M M M Hcglc=1(0 ... 0 -
[0} _ﬁ 2£ R — 1 columns
Me Me

HLC:{fcd+fc} (72)
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We need only the elements of the uncoupled Green’s function that correspond to atoms in
the region LC (RC). In general such elements of the uncoupled Green'’s function are called
the surface Green'’s function. The self-energy matriceand>l; can be redefined in terms

of the surface Green'’s function as follows:

S =TT = TLC,LDgLCTIQLD

Sy = TagaTh = TRC,RDgRCT;QRD (73)

wheret.c,.p andtrcrp are submatrices of; andt,. The remaining submatrices of

andt, are just zero matrices. Because only a small portion of atoms near the surface of
the contact bond with the device, the surface Green’s function matrix is in general much
smaller in size compared to the overall uncoupled Green’s function matrix. In the present
1D atom chain example, the surface Green’s function is merely a single element while the
full uncoupled Green’s function is a matrix of sizex R, whereR is typically a very large
number. Next, we discuss a couple of approaches to compute the surface Green'’s function
for the 1D atom chain example. The first technique gives an exact analytical expression
for the surface Green’s function. However, such analytical results can only be obtained for
simple systems, such as the 1D atom chain, and iterative numerical techniques are required
for more complicated systems. The decimation technique is a popular numerical technique
to compute the surface Green’s function, and we illustrate the basic ideas of the method
using the 1D atom chain example.

3.1.1 Analytical Calculation of Surface Green’s Function

Here, we describe a simple matrix inversion relation that is necessary to understand the
present method. Consider a matrix

M= (g g) (74)

where A, B, C, andD are submatrices. A specific subsetldf !, say the portion corre-
sponding to matrixD in the original matrix, can be computed using the following relation:

v = (7 i) 9

The above relation can easily be verified by substitution and is discussed in Ref. 32 as well.
Using Eg. (75), the surface Green'’s function in the present case is given by

97 = [(@?+i0")] — Hic— Hreop re [(w” +i07)T — Hics] ™' Hicg o] ™
~~ S—— ~"~ N’
D C A-1 B
= [(w*+i0")] — Hc — HLCB,LCQLCBHECB,LC]_l (76)

whereg cg = [(w? +i07)I — Hycg] ! is a large matrix of sizéR — 1) x (R —1). Once
again, we note that/, cg c has only one nonzero element and, therefore, only the last
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diagonal element qf_cg requires evaluation. This can be thought of as the surface Green’s
function of the bulk portion of the left contact. But this time, we can exploit the homo-
geneity of the bulk contact to calculate the surface Green’s function analytically. First, we
assume that the bulk contact contains amly 1 layers and calculate the surface Green’s
functiong/cg ,,_;- Now if the number of layers becomesthen the surface Green’s func-
tion is given by [using Eq. (75)]:
s 1
OB T W0 = 2fofme — (fufme) (Gicen—1) (el me)

Now asn — o0, gicg., = 9ice.n_1 = 9ics @nd we obtain a quadratic equation for the
surface Green’s functiogy’-g that can directly be solved to obtain the following analytical
expression fog’g:

ghog = —I2UE/Me) = (w? +107)] - g&%j@ — W OO AP g

(77)

Note that Eq. (78) gives only the surface Green’s function of a bulk contact and must be
substituted into Eqg. (76) to obtain the surface Green’s function of the contact. Equation (77)
could also be considered an iterative equation that can be used to esjffigatefrom
9ic.n—1» Where the number of layersis progressively increased unifcg ,, — 9'cg 1|
becomes smaller than a predefined tolerance. However, such a numerical technique is rarely
used in practice because the number of layers considered increases in a linear fashion with
the number of iterations (i.e., the number of layers considered in the contacti$

aftern iterations). Convergence is expected to be slow for such a method. The decimation
technique discussed below is a more efficient numerical method because the number of
layers increases as an exponential function of the number of iterations (i.e., the number of
contact layers considered afteiterations i2™).

3.1.2 Decimation Technique

Here, we describe the iterative decimation equations for computing surface Green'’s func-
tion of the right contact; the ideas can be extended for the left contact as well. This presen-
tation is simply a specific form of the decimation technique applied to a 1D atom chain.
The reader is referred to Ref. 38 for a more general formulation of the method. From the
definition of the Green'’s function, we have

[(w? +i0)T — Hy)[gs] = [1] (79)
wheregs is the full uncoupled Green'’s function of the right contact and can be written in
terms of the atom indices (see Fig. 4) as follows:

go,0 9go,1
g10 91,1

go = 1 : (80)
gn0 9n1 -+ YGGnn .-
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As discussed earlier in this section, we need aply, the first diagonal element af.
Using Eq. (69) forH,; and expanding Eq. (79), we obtain the following set of equa-
tions:

. c + c c
<LU2 ‘I’ ZO+ — ffd) 9070 + Lgl,o = 1
Me M

L90,0 + <w2 +i0" —
m

C

2fe

C

) 91,0 + £92,0 = 0
me

C . 2 C C
Je gi,0 + <w2 +i0T — J ) 92,0 + Je g30 = 0
m m Me

C C

C C

c . 2 c c
f 9n—1,0 + <w2 + ZO+ - f > 9n,0 + f gn+1,0 = 0 (81)
Me m m

where the equations are obtained by multiplying the corresponding rfaodf+ i0+) I —
H,] and the first column of;. The above set of equations can be written compactly in the
following form:

Higoo +Tog10 = 1 (82)
Togm—1,0 + Hygm,0 + Togm+10 = 0  m=1,2,3,... (83)
whereH; and H{ denote the surface and bulk harmonic force constants respectively at the

zeroth iteration:ty denotes the connection force constant between adjacent layers at the
zeroth iteration.

fet Jea

Hj = <w2 40T —
Me

) H3:<w2—|—i0+—%> To=f. (84)

Now we eliminate{g; o, g3.0, g5.0 - - -} from the equation set in Eq. (83). The equations for
{91.0,93.0,95.0 - - -} can be written compactly as follows:

—T092m,0 — T092m+2,0
b
Hy

9om+1,0 = m=20,1,2,... (85)

Substituting the above set of equations into Egs. (82) and (83), we obtain the following set
of equations in terms dfgo.0, 92,0, 94,0, 96,0 - - - }

Higoo+ Tig20 = 1 (86)
T19om—2.0 + HiGam.0 + Tigamizo = O m=1,2,3,... (87)

whereH; and H? denote the effective surface and bulk force constants of the layers after
the first iteration;ty denotes the effective connection force constant between alternate
layers
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T(2) b b T(Q)
Hf:Hg—ﬁ> H1:Ho—2ﬁ,
0 0

2
To

T =——7r
b
Hg

(88)
Observation of Egs. (82) and (83) and Egs. (86) and (87) reveal that both the equation sets
have exactly the same form, albeit with different set of coefficients. Hence, the process
of elimination can be continued in a similar manner repeatedly until convergence. For
instance, we could eliminatig o, 96,0, 910,0, - - -} from Eq. (87) to obtain an equation set
interms of{go 0, 94,0, gs 0 - - . }. After n such steps, we obtain the following:

H;go0+ Tngano = 1 (89)
TnG(m—1y2n.0 + HyGman 0 + Tig(minyano = 0 m=1,2,3,... (90)

where the new surface and bulk force constants are giveiiognd H?, respectively, and
T,, denotes the effective connection between layers separateitiunyits

T, T Ty
s __ s n— b _ b n—1 _ n—
Hn—l n-l Hn—l

The key idea in the decimation technique is that— 0 asn becomes sufficiently larg&®

This is expected becausg describes the effective interaction between layers separated by
2™ units and such long-range interactions should tend to zeroiasreases. If: is large
enough such that,, ~ 0, then from Eq. (89) we obtain the following equation for the

surface Green’s functiog o:
1

go,0 = Hs

(92)

This also denotes the point after which the surface and bulk force constants do not change
with further iterations. The above discussion forms the crux of the decimation technique.
Note that for a general three-dimensional solid, the surface, bulk, and connection force
constants are in general not numbers but matrices. But the essential ideas are similar to
the example illustrated above. An exponential increase in the number of contact layers
with the number of iterations is responsible for the fast convergence characteristics of the
decimation technique.

3.2 Choice of0™

The contacts assumed in the AGF method are idealized semi-infinite systems with a contin-
uous eigenspectrum. However, numerical computations are always performed on a finite
system and a finite system has a discrete eigenspectrum with sharp variations in DOS.
Such a system with sharp variations in DOS does not possess the essential characteristics
of a good “contact” (see Section 8.4 in Ref. 32 for a detailed discussion). The complex
infinitesimali0™ broadens the discrete spectrum into a continuous spectrum, thereby ap-
proximating the effect of a semi-infinite contact with the finite-sized contacts that are used

in numerical computations. For a well-behaved contact, the exact valoe dbes not

affect the results from the AGF calculation as long as the infinitesimal is chosen within
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an appropriate range. The factotr must be larger than the spacing between the discrete
eigenfrequencies in the finite-sized contact so that sufficient broadening of the discrete
levels is produced.

In order to demonstrate how the choice of the infinitesimal factor affects the AGF com-
putations, we consider a 1D atom chain with= 25 N/m, f; = 50 N/m, m, = mq = 20
amu and = 5.5 A. For the 1D atom chain, the surface Green’s function can be computed
exactly by substituting the analytical solution from Eg. (78) into Eqg. (76). In fact the in-
finitesimal factor0™ in the analytical solution can be set to zero as the analytical solution
is exact for a semi-infinite contact and no need exists to introduce external broadening.
Now we compare the surface Green’s function computed using the decimation technique
for different choices of the infinitesimal with the exact analytical solution. We assume that
the infinitesimal takes the following functional form:

0 (w) = dow? (93)

whered, is a constant that is varied over an order of magnitude fron? to 10~°. Equa-
tion (93) is a heuristic choice of the infinitesimal factor consistent with prior literature.
The factorw? is used to scale the infinitesimal with respect to the order of magnitude of
eigenvalues of the harmonic matrix. Also, the fadgrcould be chosen to be a function of
frequency (see Refs. 25 and 35) so that the infinitesimal takes on larger or smaller values,
depending on the density of singularities. Figure 5(a) shows a plot of the relative error in
the surface Green’s function computed from the decimation technique, as a function of
frequency, for different values @&,. The surface Green’s function more closely matches
the analytical result as the value&fis reduced. But this increased accuracy comes at the
cost of increased computational time because the number of iterations required in the dec-
imation technique also increasesdbgss reduced [Fig. 5(b)]. This increased computational
time is insignificant for the present 1D atom chain example; however, a trade-off between
the accuracy of results and computational time would dictate the choice of the infinitesimal
for AGF calculations on more complex interface configurations. A convergence study on
the surface Green'’s function by reducitig(w) is recommended.

Figure 6 shows the transmission function and LDOS at the center of the device using
5, = 10~". At low frequencies, the transmission function is 1 as long-wavelength phonons
experience no interface scattering. Both the transmission function and the LDOS decay
to zero at the cutoff frequency of the contactfas< f, for the present example. The
transmission function also exhibits peaks and troughs that correspond to constructive and
destructive interferences of phonon waves in the device region.

4. ADVANCED TREATMENTS

This section is devoted to a review of contemporary literature on the AGF method. To date,
most phonon AGF work has been largely based on the harmonic assurfiptiof:36:3°

The mathematical formulation provided in Section 2 forms the basis of most such work.
In the first part of this section, we review some examples from the literature where the
harmonic AGF formulation is used to compute phonon transmission across dimensionally
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mismatched and bulk interfaces. We also present an extension of the formulation in Sec-
tion 2 to compute polarization specific transmission functions. Recent work by Kfingo
extended the AGF method to include anharmonic interactions and showed that such inter-
actions can significantly influence phonon transport at an interface. We review the
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FIG. 6: Spectral transmission function and LDOS at the middle device atom.

underlying formulation behind the anharmonic extension of the AGF method in Section 4.2.
A growing interest also exists in developing integrated solvers to address complex meso-
scale phonon transport problertfsA few published papef84t42have demonstrated the
feasibility of integrating the AGF technique with other computational methods. For in-
stance, the first-principles based DFT (Refs. 43 and 44) can be used to provide inputs for
the AGF method®#! The AGF method can also provide interface transmission inputs to
mesoscale technigues such as the Boltzmann transport equation (BTE). In the latter part of
this section, we introduce some of these advanced treatments and review examples from
the literature. We then conclude Section 4 with some comparisons of results from AGF
methods with experiments.

4.1 Phonon Transport in Harmonic Systems

A number of studies have been published on the application of the harmonic AGF formu-
lation to different materials of interest. As mentioned in Section 2, the harmonic assump-
tion is justified when the device is small enough such that internal device scattering can
be ignored. Mingo and Yarfg studied phonon wave transport in nanowires with an amor-
phous coating. They developed the approach of using a full quantum mechanics based AGF
method to solve ballistic or semiballistic phonon transport. Because of the dielectric prop-
erty of nanowires, phonons are the dominant energy carrier, and electronic contributions
to heat transfer were not considered. The paper used a self-consistent scheme to predict
heat flux in the amorphous coating, which avoids full-field calculations of full dynamical
matrices of the coating and the wire. The approach used to handle the amorphous coating
can be extended and used in other amorphous coated systems as well. Zhalgis¢dl.
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a 1D atomic chain example to demonstrate the process involved in obtaining the phonon
transmission function. In this section, we discuss application of the AGF method to a 1D
harmonic system, a 1D device that is sandwiched between 2D contacts (denoted by a 2D-
1D-2D interface), an interface between bulk materials, and also the procedure to obtain a
polarization-specific transmission function. The overall approach involved in calculating
transmission functions and thermal conductance in these problems is very similar to the
foregoing exposition in the present work, but some details require further elaboration for
complete understanding.

4.1.1 Phonon Transport in 1D Harmonic Systems

With the growing research interest in graphene and related materials, the AGF method
has been adopted to study phonon transport across graphene nantrSlGMNR) and
carbon nanotub® (CNT) interfaces. Huang et &P.investigated GNRs with small width
mismatches between contacts and the device. A mismatched GNR-GNR interface is shown
in Fig. 7. Here, the width of GNR is denoted by(the number of graphene unit cells in

the width direction) and the length of GNR is denotedibythe number of graphene unit

cells in the ribbon’s axial direction). Figure 7 shows a GNR interface in which the contacts
are both four-graphene-unit-cells wide, and the device is three-unit-cells wide and one-
unit-cell long. This structure is denoted as= 3 — 4 m = 1.” The first and last numbers
represent the width of the contacts, and the middle number is the device width.

A fourth nearest-neighbor force constant (4NNFC) model is used to establish the matri-
ces that describe interactions among carbon atoms. The process of establishing the dynam-
ical equation is the same as that previously introduced with the 1D atom chain. Because the
system is harmonic, the acoustic sum rule is enforced based on a simple scheme in which
only diagonal elements of the dynamical matrix are corrected. In Fig. 8, the transmission
function for the geometry in Fig. 7 is shown. Also shown are the transmission functions
for pristinen = 3 andn = 4 AGNR (“A’ denotes armchair configuration) cases.

The results reveal that at very low frequencies, the transmission is similar to that for
pristine AGNR cases (red and black curves in Fig. 8) because low-frequency phonons can
avoid interface scattering from the local discontinuity. The decreasing transmission func-
tion between highlighted points 1 and 2 (indicated by arrows in Fig. 8) reflects changes in
phonon dispersion structure produced by the size mismatch. Transmission functions at sev-
eral frequencies are circled to illustrate the effect. For example, at point 3, the transmission

)

pe
FIG. 7: Schematic view of a&d — 3 — 4 GNR structure with a device length of = 1.
(Reprinted with permission from American Institute of Physics Publishing LLC, Copyright
2010)4°
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FIG. 8: Comparison of transmission functions between smooth and rough interfaces.
(Reprinted with permission from American Institute of Physics Publishing LLC, Copyright
2010)%°

function at the mismatch interface exhibits a peak similar to the spike an thd AGNR
transmission function curve and is also higher than the transmission function forttse
AGNR at that frequency. This occurs because the very short device length admits phonon
modes that tend to match those of the contacts more closely than those of the device.
Conversely, for longer devices, the overall phonon dynamics will be more affected by the
device structure and the transmission function will be more influenced by the device.
Overall, the GNR cases can be solved in the same fashion as the 1D atom chain us-
ing the AGF method. However, the method that Zhang €P alsed to obtain the surface
Green’s function in the 1D atomic chain case is substituted by the decimation tecBhique.

4.1.2 Phonon Transport at 2D-1D-2D Interfaces

The AGF method can also be used to predict phonon transport at point contact interfaces.
In such systems, the devices are low-dimensional confined nanostructures, such as GNRs,
and the contacts are infinitely large in at least one dimension, such as graphene. The same
notation(n, m) used earlier is used here to represent the size of the GNR. In a system such
as graphene-GNR-graphene, each contact’s unit cell must be defined differently from the
1D cases discussed earlier. The unit cell must include all atoms in the contacts that have
interactions with the device. Figure 9 shows the unit cell of contacts (in red) in a graphene-
AGNR-graphene case. One difference between 1D and 2D contacts, such as graphene, is
the existence of parallel wavevectors in the contacfpthat are used to represent phonon
wave components in the parallel direction.

The uncoupled Green'’s function of contacts can be computed based on the assumption
of no interactions between adjacent unit cells. Thus,
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Left Contac Device Right Contact
(4.2)
FIG. 9: A graphene-AGNR-graphene structure. (Reprinted with permission from American
Institute of Physics Publishing LLC, Copyright 201%5).

gi.i(w, ky) = lim [(@? +80)1 — Hy (k)] (94)

where[ is the identity matrix, the subscriptis the index for unit cellsy is the surface
Green’s function, andd; ; is the harmonic matrix of unit ceil. Also, note that both the
Green’s function and harmonic matrix are a functiorkgfe (0,27/c), wherec is the
lattice constant in the parallel direction. After iteration, the Green'’s function of the contacts
can be calculated from

g (W, ky) = [T — Hyp o (ky) — Hupn—1 (By) g1 (ky) Hon—1,m (k)] ™5 (95)

wherem is the index of the unit cell in the contact next to the device regiongand, is
the Green'’s function of the unit cell one layer deep in the contacts and is determined by
the decimation calculation. Comparison of Eq. (94) with Eqg. (95) reveals that the pertur-
bationd in Eq. (94) has been substituted by a frequency and wave vector dependent matrix
Hpyom—19m-1Hm—1.m, Which serves as a correction to the dynamical system due to the
bulk contact.

A mean contact Green’s function is calculated by integrating ovek frspace to cap-
ture all phonon waves

1
gl(Z)S(w) = /91(2)s(kay)dky

ky,max

1 k
— s ,k y,max
Fy a4 D1(2)s(W, ky) =g

1
= LY newky) (96)
ky
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whereN is the number of numerical integration cellskip space, 200 in this work. Self-
energy matrices are obtained using the mean contact Green'’s function to include all phonon
modes

Z1(2) (W) = TLRICLRIDY1(2)s (w)TJI[(R)C,L(R)D (97)

The rest of the process involved in calculating phonon transmission function is essentially
the same as that introduced in Section 2.

Here we summarize the differences in applying the AGF method on a 1D system and a
2D-1D-2D system. First, the unit cells of contacts include a group of atoms that is different
from the atoms of a primitive unit cell. For instance, the primitive unit cell of graphene
consists of two atoms. However, a much bigger unit cell is used in the 2D-1D-2D system
(Fig. 9) to include all the atoms that interact with device. Second, the wave vector in the
periodic y-direction is used to address the periodicity along the direction parallel to the
interface. Third, the contact Green'’s function is a summation of the Green’s functions of
all possible wave vectork, to include all phonon modes. This summation is performed
before the self-energy and device Green’s function calculation. Phonon transport in 3D-
1D-3D problem can be solved in a similar fashion, with an additional summationkgver
apart fromk,,. 3

The thermal conductances of graphene-GNR-graphene structurggfan armchair-

GNR (AGNR) and a(4,2) Zigzag-GNR (ZGNR) as the device are shown in Fig. 10 as

a function of temperature together with the conductances of homogeneous GNRs of the
same device width. The conductances of both cases with dimensional mismatch are mod-
erately reduced from the corresponding pristine GNR values. The results also reveal that
the graphene-ZGNR-graphene structure produces significantly higher thermal conductance

25 10—5 L —ZGNR n=4
> —— ZGNR device n=4 m=2
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FIG. 10: Thermal conductances of abrupt confined junctions between graphene and GNR
compared to the thermal conductance of free-standing GNRs. (Reprinted with permission
from American Institute of Physics Publishing LLC, Copyright 2019).
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than the graphene-AGNR-graphene structure. This is because of the existence of more
phonon modes and a wider frequency range of phonons in the ZGNR as compared to
AGNR.

4.1.3 Phonon Transport Across Bulk Interfaces

Zhang et ak’ considered an interface of Si/Ge and demonstrated the application of AGF
method in a heterogeneous interface between two bulk materials. The direction perpendic-
ular to interface is defined as the z andy directions are parallel to the interface plane.
Because of translational invariance in the plane (directions parallel to the interface),
the transmission function is solved for edﬁhindependently, which is different from the
systems discussed previously. To allow the decimation technigue to be performed in the
most efficient way, the Si lattice is stretched 4% to match the lattice constant of Ge in
thez-y plane. Otherwise, the unit cell on the Si side has to be defined to consist of 26 by 26
primitive unit cells and 25 by 25 primitive unit cells in the Ge side, so as to match unit cell
size. The computational cost to solve phonon transport in such unit cells is very high. The
stretching does not need to be performed on homogeneous interfaces if the lattice constants
are the same between contacts and device (e.g., graphene-GNR interface). The change in
force constants caused by stretching are estimated using the materials’ Poisson’s ratio.
The contact Green's functions can be calculated in the same fashion as shown in
Eqg. (95). The only difference is that the Green’s function is not only a functian ahd
k,, but alsok,. The transmission function is dependentkﬁrand is written as

T (ky) = Te(Ty (w, ky) ) Galw, kT2 (w, k) )Gh(w, &) (98)

The total heat flux is written as an integral over phonon frequemeyd parallel wavevec-
torsk;|

dk;|
(27)2

/ / B T (w, ) e, T) — S, To)) oL dew (99)

@

A comparison of thermal boundary resistance (TBR) of a Si/Ge interface obtained from
AGF calculations and the predictions from AMM was made by Zhang®tanhd is shown
in Fig. 11. At low temperatures, both methods predigéta dependence of TBR because
of the linear phonon dispersion. At temperatures:@0 K, the results from both methods
agree well because the long wavelength phonons experience little boundary scattering.

4.1.4 Polarization-Specific Transmission Function

The transmission function is a summation over each phonon polarization’s probability of
transmission through an interface. The traditional AGF method cannot examine individual
phonon polarization’s transmissivity. An extension of the AGF methodology is developed
by Huang et al’ to obtain polarization-specific transmission functions in an attempt to
enable multiscale modeling. The development of the method is based on the orthogonal
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FIG. 11: Comparison of thermal boundary resistance across a Si/Ge interface calculated
by atomistic Green’s function method to that by the acoustic mismatch model. (Reprinted
with permission from ASME, Copyright 2007).

property of phonon vibrational modes. Recall that the phonon transmission function of
Si/Ge interface is weighted by the phonon escape probability at angular frequesiosgt

Wavevectork] in Eq. (98). In order to show the derivation clearly, we recall the definitions
of I'y andI'y

ry= TLC,LDGLCTEQLD Iy = TRC,RDGRCTEQC,RD (100)

wherea_c andarc are submatrices corresponding to the regions LC and RC of the full
uncoupled spectral function matrices and a, respectivelya, grc is a matrix propor-
tional to phonon density of states and is a linear combination of phonon vibrational po-
larizations. Hence, the crucial step in decomposing the transmission function is to break
up the matrixa, (r)c into a series of polarization-specific componentgs)c is Hermitian

(aure = ilourc — 9 rc] = —il9 e — 9Lrc] = afr)c) and can therefore be written

in terms of its eigenvalue and eigenvector sets as foﬁlows:

aLRr)c = Z )\L(R)C,i(bL(R)C,iq)I(R)C,Z‘ (101)

(2

where ¢ ryc,; are eigenvectors of matrit;,z)c and Ar(g)c,; are the corresponding
eigenvalues and can be interpreted as amplitudes. We define two polarization-based phonon
escape rates

yii(w, k) = TLC,LD)\LC,i(I)LC,id)EQiTIQLD (102)

Yz,i(CU,ka\) = TRC,RD?\RC,ichC,id)TRC,Z‘TlTQC,RD (103)
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wherei is an index number for the eigenvectors. By substitufingandI'y with v, ; and
Y2,;, we obtain the transmissivity for phonon transmission from polarizatiarthe left
contact to polarizatiorj in the right contact as

T j(w, k) = Tr[y1,iGaya ;G (104)

This result, which is similar in form to the overall transmission function [see Eq. (67)]
illustrates the utility of the spectral functions (both coupled and uncoupled) from which
they matrices originate and which enable high-fidelity spectral transmission information
from the AGF method.

Figure 12 shows plots of polarization-specific transmission function for a thin film of
Ge embedded between two semi-infinite Si contacts (see Ref. 47). The transmission func-
tion corresponds té, = k, = 0. The transmission function for the transverse acoustic
(TA) mode drops to zero at a frequency near 30 THz, and only the longitudinal acous-
tic (LA) mode has a nonzero transmission beyond this frequency. Also, the transmission
function is close to unity for all branches at low phonon frequencies. This result is a direct
consequence of the fact that long-wavelength phonons are essentially blind to the existence
of the device and pass through it unhindered.

4.2 Anharmonic Extension of the AGF Method

Including anharmonicity is a challenge for the AGF method, but can also complete the
method. A few published studi&s*® extended the AGF method to include anharmonicity
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FIG. 12: Polarization resolved phonon transmission function at a Si-Ge-Si interface for
k. = ky = 0. (Reprinted with permission from ASME, Copyright 2011).
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by using Keldysh nonequilibrium Green’s function formali$h?’ The formalism is a very
powerful tool that can simulate inelastic evolution in a system. Prior fWdr&s used it to
address problems such as inelastic electron tunneling. The formalism can also be extended
to describe anharmonic phonon interactions.

The Hamiltonian that describes the energy of an anharmonic system is given by

1 1 ..
H = Z iki7juiuj + Z aMzuzuZ + Z ki,jykuiujuk + ... (105)

i?j Z i?j?k:

where the first two terms on the right-hand side are purely harmonic [Eq. (41)], whereas
the third term is added to include the anharmonic interactions of three-phonon scattering
processesk; j x = (1/3)(9°E/0u;0u;ouy), whereE is the total energyy is the atomic
displacement, and j, k are indices of atoms. Higher order contributions to the Hamilto-
nian are usually small compared to the third-order interaction and can be ignored. Equa-
tion (98) calculates the phonon transmission by estimating the trace of the matrix that is the
product of device Green’s function and broadening matritebhe self-energy matrix
is required in the calculation of both broadening matrices and the device Green'’s function.
In the inelastic case, the contribution of anharmonicity must be added to the self-energy
term

Y=X1+X0+XMm (106)

where the harmonic self-energi®&s and X, remain the same as before and; is the
self-energy due to many-body interactions. The details involved in obtaining the many-
body self-energy are discussed and demonstrated by Nfragal Li et al*® Unlike har-

monic self-energies, which can be calculated independent of the device Green'’s function,
the computation of the many-body self-energy requires a self-consistent calculation. A
flow chart of such a self-consistent calculation is shown in Fig. 13. In the first itera-
tion, 3, is set to zero when the contacts and device Green’s functions are computed.
The computed device Green’s function is used to estimate the many-body self-energy,
which is then used to calculate the device Green’s function again. The iterations stop
when the many-body self-energy,, and the device Green’s functiagd; achieve self-
consistency.

Mingo?® used a molecular-sized junction to demonstrate the computational process.
Empirical potentials were used in obtaining the third-order interactions. The anharmonic
effect grows stronger as temperature increases. Figure 14 shows the variatitvio 6§ =
—(0,—0p,)/ 0y, With temperature, wherey, is the harmonic junction’s conductance angd
is the conductance including anharmonic interactions. The results show that the reduction
in thermal conductance because of inelastic scattering23 at 300 K. The “classical”
results are calculated by reducing the reduced Planck congtpt0 (times in order to
achieve a linear relation betweemAo /o), and temperature, by limiting the spatial ex-
tension of wave functions. The nonzerd\o/o;, at low temperatures for the “regular”
calculation is explained by the uncertainty principle, which dictates that the lattice vibra-
tion has a finite amplitude even at zero temperature due to the third-order modification of
the potential.
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FIG. 13: Self-consistent calculation process for computing self-energy matrices and
Green’s functions in an anharmonic system.

4.3 Integrated Transport Solvers

As discussed in Section 2, the AGF method is founded on the harmonic matrix, which in
turn requires the definition of interatomic potentials that are often not available, especially
for interactions of atoms across a heterogeneous interface. For such cases, first-principles-
based methods can be used to calculate the interatomic force constants (IFCs) that can be
used as inputs for the AGF calculation. In the first part of this section, we demonstrate this
process using a DFT-incorporated AGF solution of a TiC-GNR structure. We also discuss
a method to optimize the DFT-calculated IFCs before using them in an AGF calculation.
The AGF method is only amenable for systems in which phonons show strong wave
behavior. However, a complex system could include more than one computational scale
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FIG. 14: Relative decrease in thermal conductance as a function of temperature due to
anharmonicity. (Reprinted with permission from American Physical Society, Copyright
2006)26

where phonons could behave as a wave or particle, depending on the length scale of inter-
est. The AGF method is not appropriate in solving transport problems that involve length
scales many times larger than phonon wavelength. Instead, a particle-based solution is
needed. The BTE is a mesoscopic transport model and has been used to solve phonon
transport in systems with dimensions that are many times longer than the dominant phonon
wavelengths. However, BTE-based solutions usually resort to simplified interface models,
such as AMM or DMM?° to estimate phonon transmission/reflection at interfaces. The
AGF method can provide polarization-specific transmission information that can be used
as input to BTE solvers. In Section 4.3.1, we demonstrate the integration of AGF and BTE
methods with a Si-Ge interface as an example.

4.3.1 Integration of DFT with AGF Simulation

A DFT-incorporated AGF solver is developed here to study phonon transport through a
heterogeneous interface between bulk TiC substrates and GNRs. DFT provides IFCs for
TiC and GNRs. The goal is to demonstrate that the two methods can be integrated to solve
complicated interface transport problems. The IFCs of TiC are calculated using the density
functional perturbation theofy>? (DFPT) software Quantum ESPRESSO, given the pre-
vious success by Iseav et The IFCs for GNRs are calculated by SIESfAIsing the
approach of Gillen et at* Attempts to resolve the TiC-GNR atomic positions and related
IFCs were made by DFT (SIESTA), but convergence of the electronic energy ground states
did not occur. There is no prior work to our knowledge that has reported success in obtain-
ing IFCs for TiC-GNR interfaces from first-principles DFT. However, previous DFT work
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has reported electron density distributions of CNTs adsorbed on Si subskféspugh

no IFCs, which involve significantly more computational effort, were calculated. Although
DFT cannot provide atomic positions or the IFCs of TIiC-GNR interface atoms, future AGF
work should attempt using DFT-predicted interface atomic structure and force constants to
solve phonon transport in a contact-device-contact—like system. Such software for elec-
tron transport has already been built [e.g., TranSIESTA (Ref. 57)]. Similar tools are crucial
for the thermal engineer to solve generic nanoscale phonon transport problems.

The integration of AGF and DFT is very difficult in practice, especially when no atomic
positions or IFCs at the interface are provided from DFT. Simplified models can be used
to overcome the challenges. DFT calculates force constants between an atomvahd its
nearest neighbor in whiethcan be very large. Itis computationally inefficient to employ all
such interactions in Green'’s function calculations, because many long-range interactions
are weak. Therefore, a cutoff distance is typically imposed such that it is long enough
to replicate known vibrational properties of a material. Upon truncation, force constants
are adjusted to ensure harmonicity and to satisfy the acoustic surd’rililee phonon
disperson curves of TiC and GNR are calculated using the truncated IFCs. The results
show that only small errors are introduced by the truncatfon.

To further simplify the calculation, the GNR unit cell at each end of the device is
strained in the ribbon’s width direction so that the C-C bond length matches half of the
face diagonal distance of the TiC unit cell. The rest of the unit cells in the GNR and all
unit cells in the contacts remain unstrained. A schematic view of a TiC-GNR-TIiC structure
is shown in Fig. 15(a), where the cyan atoms are C, green atoms are Ti, and red atoms
are H. The structure in Fig. 15(a) is represented by TiC-8GNR-TiC where 8 is the number
of carbon dimers in a GNR unit cell. In this case, TiC substrates are the contacts and the
GNR is denoted as the device. Because the armchair edges of GNRs are connected to the
contacts, the hydrogen-passivated edges of the GNR device are in the zigzag configuration.
The atomic positions in the-z plane containing the GNR are shown in Fig. 15(b).

The shortest distance between surface Ti and C atoms in the GNR is set to be 2.13
A, which is the Ti-C bond length in TiC [see Fig. 15(b)]. The force constants are cut off
beyond 4.26} between atoms in the contacts and the device. However, longer range Ti-C
interactions exist at the interfaces, and for these, a correction is introduced by reducing
these force constants by a factord3f/d?, whered, is the actual distance between Ti and
C atoms at the interface andis the largest Ti-C distance (less thdg) in a pure TiC
crystal. This type of quadratic correction can be found in the two-body term of Harrison
potential®® Also, the changes in IFCs because of the strain in GNR unit cells at interfaces
are handled according to the method introduced by Chen and Wang.

After obtaining the force constants, the harmonic matrices of the system are computed
and used as inputs for the Green’s function calculation as described by Zhanty ét al.
TiC-GNR setup studied and is intended to approximate an interface between TiC and a
long unzipped CNT. The conductances of the TiC-GNR cases are shown in Fig. 16(a),
and the conductances normalized by GNR width are shown in Fig. 16(b). We use the con-
verged result in Fig. 16(b) to estimate the interface thermal conductance of TiC-CNT in-
terfaces. The results show that the normalized conductance tends toward a value of 0.25
W/mK as the GNR width is increased. At room temperature, Xu and Figistimated the
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FIG. 15: Schematic view of an = 5 TIC-8GNR-TIC structure. (Reprinted with permission
from American Institute of Physics Publishing LLC, Copyright 2041).

average diameter of multiwalled CNTs (MWCNTS) in their CNT arrays to be 30 nm (with

a corresponding circumference near 100 nm). Therefore, interfacial thermal conductance
between the outer wall of a MWCNT and TiC is approximat2ly x 10~8 W/K. The
density of vertical CNT arrays synthesized in the experimentas® CNTs/mn?.2 On

the basis of the AGF results, the estimated thermal resistance for such a MWCNT array
is 0.4 mn?K/W, assuming that the outer walls dominate thermal trans{3drhportantly,

this value agrees in an order-of-magnitude sense with the experimental results of Cola et
al.,%* who used a photoacoustic technique to determine the local CNT-substrate interface
thermal resistance.
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FIG. 16: Thermal conductance of TiC-GNR-TIC interfaces. (Reprinted with permission
from American Institute of Physics Publishing LLC, Copyright 2041).

4.3.1.1 Optimization of Raw DFT IFCs

DFT calculations do not impose a cutoff distance for interactions among atoms. However
when using DFT-derived force constants in AGF simulations, a suitable cutoff distance is
often imposed. In the truncation process, small interactions are ignored and this may lead



THE ATOMISTIC GREEN’S FUNCTION METHOD FOR INTERFACIAL PHONON TRANSPORT 133

to unphysical results at low frequengy.For instance, the rotation mode of a nanowire

or nanotube structure will likely vanish because the truncation destroys the symmetry in-
variance of the harmonic matrix. Therefore, the raw IFCs obtained from DFT calcula-
tions must be optimized to provide physically correct results in LD calculations. Mingo et
al.*® introduced a procedure to symmetrize the force constants matrix by adding a correc-
tion matrix. The correction matrix is very small compared to the original force constants
matrix. Following the notation of Ref. 39, the new force constants maifix)(is given

by

Kij = Kij+ Dij (107)

whereK;; is the IFCs matrix obtained from raw DFT results ang is the correction ma-
trix. An error function is defined to measure the change that is introduced by the correction

matrix
D

2.

f=Y
- 2
i

The new force constants matrix must be invariant with respect to rigid translations and
rotations of the system. The mathematical conditions for such invariance are given by

(108)

> (Kij + Dij)R} =0 (109)

J

wheren is the label for translational or rotational degrees of freedomZghdre the dis-
placement vectors. The physical meaning of Eq. (109) has been explained by Mahan and
Jeon® The problem of estimating the elements of correction malffriis a constrained
optimiztion problem with the objective function to be minimized given by the error func-
tion in Eq. (108) and the constraints being given by Eq. (109). Mingo &@loposed the

use of Lagrange multipliers, a standard technique in constrained optimization, to estimate
the elements of the correction matrix. They also pointed out alternative techniques, such as
geometrical distance minimizatidii,that can be used to optimize the raw DFT results to
satisfy translational and rotational invariance.

4.3.2 AGF-BTE

The transmission function calculated by the AGF method can be used as an interface con-
dition in a BTE simulation. Energy conservation is enforced at the interface where the
energy carried by the phonon is either transmitted through or reflected. Here, a finite vol-
ume scheme is used to solve the BTE in a domain with a Si/Ge inteffaiee domain

is divided into control volumes, and an energy balance is written for each control volume
and its frequency band and polarization. The energy flow is treated as a heat source/sink
term in the cells next to the interface. A schematic view of interface treatment and energy
balance is shown in Fig. 17. The heat flux [Eqg. (110)] of a frequency babthined from

AGF results is treated as a source/sink term in BTE, which only affects the cells next to the
interface



134 ANNUAL REVIEW OF HEAT TRANSFER

qum
A (Si)/« B (Ge)
qm éiu
Heat Sink Heat Source
ﬂ qﬂl” ﬁ

Energy Flow q

FIG. 17: Energy boundary condition at Si/Ge interface. (Reprinted with permission from
Cambridge University Press, Copyright 2059).

) hw Afge

gi = / o 7 (w) AT dw (110)
Aw;

where the transmission functidh(w) is obtained from the AGF calculatioAT = T} —

T, is obtained from the BTE simulation) fge = f8e(w, Th)— fge(w, T») is the difference

in Bose-Einstein distribution between control volumes on either side of the interface. The

heat flux is distributed to each direction and polarization in proportion to the solid angles

and the phonon specific heat fractions

AQ; Cp(w;) /hw Afge
o (WA

1T e Y Cy(wy)
p

dw (111)

Wy

whereAQ; is the solid angle and] p are the indices for frequency band and polarization,
respectively. Note that there are many ways that can be used to distribute the heat flux to
different polarizations and solid angles other than Eq. (111). It can be changed to optimize
the convergence speed of calculation.

The effective thermal conductivity of a Si/Ge interface was investigated as a function
of domain size to demonstrate the feasibility of integrating the AGF and BTE methods.
The results in Fig. 18 revealed that thermal conductivity increases with L; such a result is
expected because the heat flux is constant with L in the ballistic limit, leading to a thermal
conductivity that scales linearly with.
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FIG. 18: Effective thermal conductivity of a Si/Ge interface as a function of domain size.
(Reprinted with permission from Cambridge University Press, Copyright 2809).

4.4 Comparison to Experimental Measurements

Advanced experimental techniques such as time-domain thermoreflectance fhetkod,

3w method® and photoacoustic meth®dallow measurements of thermal conductivity

and interfacial thermal conductance in nanoscale structures. In the last decade, many stud-
ies have been reported for the thermal properties measurement of superlattice thin
films,®55-"2nanowires?’-"3~"®and other nanostructured materi&af3:’’-84In this section,

we discuss some of these experimental measurements on superlattice thinofiiphs?

and carbon nanostructufe€s-’"~#4and compare them to the numerical results computed
from the AGF simulations in order to illustrate the advantages and limitations of the AGF
method.

4.4.1 Thin-Film Superlattice

A thin-film superlattice consists of alternating layers of two different materials stacked
on each other. Thermoelectric materials made of thin-film superlattices have been widely
studied because they are very promising for energy conversion and thermal management
applications. Superlattices provide avenue to investigate fundamentals of phonon transport
such as coherent transport and transition from the ballistic-to-diffusive transport due to the
periodic structures of thin films. Recently, a study by Luckyanova & lahs demonstrated
coherent heat conduction in GaAs/AlAs thin-film superlattices by measuring the thermal
conductivity of finite-thickness superlattices with varying numbers of periods (Fig. 19).
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FIG. 19: Thermal conductivity of GaAs/AlAs superlattice as a function of number of pe-
riods at 40, 60, and 100 K. Solid lines correspond to the AGF simulations for rough in-
terfaces and dots with error bars correspond to the experimental measurements. (Reprinted
with permission from American Association for the Advancement of Science, Copyright
2012)./?

Superlattices with thin layers and periodic interfaces can be treated as a new homoge-
nous material, whose phonon dispersions are modified due to the interference of coherent
phonon waves. Some phonons can travel ballistically through the superlattice and are scat-
tered only at the boundary rather than at interfaces as their wavelength is much larger than
the length scales of the interface roughness. The phonon mean free path of these phonons
increases with the number of periods or the total length of the superlattice, which can lead
to an increase of thermal conductivity with the number of periods. Luckyanovad®oht.

served a linear increase in the superlattice thermal conductivity with the number of periods
or total thickness of the superlattice (Fig. 19) in the temperature range of 30 — 150 K, which
confirmed the coherent heat conduction in these structures. They also performed AGF sim-
ulations to demonstrate the dominant role of coherent phonon transport in superlattices.
They fabricated samples of superlattices with 1, 3, 5, 7, and 9 periods sandwiched between
semi-infinite Al and GaAs leads and also used the similar structures in the AGF simula-
tions. The interface roughness in the AGF simulations was created by randomly shuffling
Ga and Al atoms within a layer of interface, but the lattice mismatch was not fully con-
sidered. The temperature dependence of the thermal conductivity in the coherent transport
regime was observed to be consistent with the experimental results. However, to obtain
reasonable quantitative agreement with the experiments (as shown in Fig. 19), the inter-
facial thermal resistance between Al contact and superlattice was artificially increased by
an order of magnitude by modifying the force constants and masses of atoms. Such treat-
ment in the AGF simulations is reasonable because roughness of interfaces at superlattice
boundaries in samples is difficult to predict and image. Irrespective of such treatment of the
boundaries, AGF provides crucial insights into coherent phonon transport and transmission
across multiple interfaces in the superlattice. The analysis by Luckyanovd’®etising
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AGF simulations showed small variations in the transmission of low-frequency phonons
with increasing periods of superlattice, but the transmission of high-frequency phonons de-
creased as the number of periods increased. This analysis deciphered an important phonon
transport mechanism in thin-film superlattices (i.e., that interface roughness destroyed the
coherence of high-frequency phonons but not of the low-frequency phonons).

Li and Yang* studied phonon transmission across a lattice-mismatched interface by
integrating the molecular dynamics and AGF based methods. They compared the com-
puted thermal conductance at Si/Ge interface against the experimental measuféfifents,
as shown in Fig. 20. They observed that the thermal conductance at Si/Ge interfaces an-
nealed at 300, 1000, and 1500 K fall between the experimentally measured conductances
of superlattices with periods of 14.0 and 27.5 nm. They observed a better agreement be-
tween simulation and experimental measurements for the superlattice of 27.5 nm period.
This is consistent because their AGF simulations used interfaces formed by two bulk ma-
terials that can be expected to be closer to the superlattice with larger period thickness.
The deviation of AGF predictions from the experimental values, as depicted in Fig. 20, can
be attributed to the use of an empirical force field model, neglecting anharmonic scatter-
ing in Green’s function calculation and different interface conditions in the experimental
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FIG. 20: Comparison of thermal conductance at Si/Ge interface estimated from the AGF
simulations, non-equilibrium molecular dynamics (NEMD) simulations, and experiments.
The period thickness (L) of Si/Ge superlattice is 14.0 nm and 27.5 nm in the experimental
measurements by Lee et®aland Borca-Tasciuc et &% respectively. Lattice-mismatched
structures of Si/Ge interface for AGF calculations were prepared by annealing the structure
at 300 K, 1000 K, and 1500 K. (Reprinted with permission from American Physical Society,
Copyright 2012)*?
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samples. In a separate study, Zhang et’ allso compared experimental results from

Ref. 66 to their AGF calculations of Si/Ge interfacial thermal conductance in a superlattice
with a 3 nm period at 200 K. The thermal conductance calculated by the AGF method for

a superlattice of total thickness50 nm is approximately one order of magnitude larger
than the experimentally measured conductance. Interface roughness, lattice mismatch, and
coherent phonon transport through the thin periods are the main reasons for this large de-
viation compared to the experiments.

4.4.2 Graphene and Carbon Nanotube Interfaces

The AGF method has been also used to elucidate thermal transport at the interface of car-
bon nanostructures such as graphene and carbon nanotube. Graphene, a 2-D monolayer of
sp’ bonded carbon atoms, has high intrinsic thermal conductivity, but the thermal conduc-
tance at the graphene interfaces with other materials vary in a large fafftfd—828586

Low thermal conductance at graphene interfaces may lead to thermal management issues
in nano-electronic devices. Several studie$8%-828%ave been performed to measure the
thermal conductance at graphene (graphite) interfaces with different metals. These mea-
surements show (Fig. 21) that the thermal conductance at graphene (graphite) interfaces
with Ti and Cr is much higher than with Au. This indicates two different types of in-
terface interactions, depending on the chemical bonding at the graphene interface with
metals. Graphene can form two different types of interfaces with metals: a physisorption
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FIG. 21: Thermal conductance at metal-graphite or metal-graphene interfaces. Experimen-
tal data is taken from Refs. 78, 80—-82, and 86.
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interface by charge transfer or a chemisorption interface by orbital hybridization. The in-
teractions at physisorption interfaces is weak and dominated by the van der Waals (vdW)
forces, whereas strong metal carbide bonding can be formed at the chemisorption inter-
faces. The nature of surface chemical bonding can dramatically change the interface ther-
mal conductance as reported by Norris et’alsee Fig. 21). Interface preparation methods

can also significantly change the contact conductance. The highest thermal conductance
at the Au-graphene (graphite) interface was measured for as-cleaved graphite, followed
by electron cleaned and ion-cleaned interface. Besides the chemical bonding and interface
roughness, phonon spectrum mismatches can significantly reduce interfacial thermal con-
ductance. Metals like Cu and Ti have negligible phonon DOS above 10 THz, but the DOS
of graphene is up to 50 THz. This mismatch in DOS between graphene and metals may
restrict the phonon transmission to low-frequency phonon modes. The AGF method can be
employed to investigate the transmission of different phonon modes across the interface and
to estimate the contribution of different phonon modes to interface thermal conductance.
The method is powerful for such analysis as accurate force constants computed from the
first-principles calculations can be easily incorporated, and the effect of different interface
structures can be studied. Chen efainvestigated the phonon transport in single-layer
graphene sandwiched between two surfaces of Cu (111) substrates, and determined the
thermal conductance using the AGF method. The equilibrium structure and force constants
for all the interactions were obtained from DFT calculations. The thermal conductance
for a single graphene/Cu interface was calculated to be 33 MW/at 300 K when the
graphene lattice constant is matched with Cu. In experimental measurements by Gengler
et al. 88 the thermal conductance is 60 MWIKhand 55 MW/n?K for the air-cleaved and
vacuum-cleaved samples, respectively. The temperature in their experiments varied from
328 to 343 K (330 K is used in Fig. 21). Considering the complicated interface structure
formed using different cleaning methods and metal deposition techniques, the predicted in-
terface conductance value is in reasonable agreement (Fig. 21) with the measurements by
Gengler et aP®

Similar to graphene, CNTs have high intrinsic thermal conductivity along the tube
axis and have been extensively studied for potential use in energy conversion, energy stor-
age, and thermal management applications. Despite a high thermal conductivity, the high
thermal resistance between nanotube tips and substrates limits its performance as thermal
interface material for thermal management. Several different methods have been employed
to measure the thermal resistance of carbon nanotube arrays grown on different substrates.
Xu and Fishet measured the resistance of CNT arrays grown on Si substrate by plasma-
enhanced chemical vapor deposition using Ti/Al/Fe metal layer as catalyst. They reported a
dry contact resistance of 20 mMK/W, which included the resistances at CNT-substrate in-
terfaces and the CNT array’s bulk resistance. Hu é? aked a three-omegad3 method
to measure the thermal resistance of CNT array synthesized by the same method and re-
ported a room temperature thermal resistance of 14Ki. Tong et al®3 used a tran-
sient thermoreflectance method and measured a thermal resistance 6KIvihfar CNT
arrays grown on Si substrate and welded to a glass plate using a layer of indium. For
CNT arrays grown on Si substrate using Ti as catalyst, Zhang®%traported a thermal
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resistance of 7 mAK/W. Disagreements between the experimental measurements and
AGF predictiond! can be primarily attributed to the simplified interface structures in the
AGF simulations. The contact structure for CNT arrays grown on a Si substrate can be
complicated (i.e., many CNTs may not make contact with the substrate and many of them
may make little or no physical contact leading to a large variation in the contact structure
and interfacial resistance from one CNT contact to another). The metal layer of Ti/Al/Fe
catalyst in experimental samples was amorphous or polycrystalline rather than the single
crystalline as in Huang’s study. The nanotubes in Xu and Fisher's stddyere multi-
walled, so effective contact area of the CNTs has been significantly reduced if the heat
is conducted primarily through the outer wall. The defects in nanotubes may have fur-
ther increased their overall thermal resistance. All these factors may be the reasons for the
disagreements between the AGF predictions and experimental measurements.

5. CONCLUSIONS AND OUTLOOK

This chapter has elucidated the basic methodology of the harmonic form of the atom-
istic Green’s function with particular emphasis on concepts that appeal to the intuition
of engineers (such as the continuum form as an introduction) and elucidation of critical
details of the method, mainly involving, where possible, an explanation of the physical
meaning of the various matrices (and submatrices) that are essential to the method. It has
further highlighted extensions of the method that, we hope, will promote its wider adop-
tion. These extensions include the effects of interatomic bond anharmonicity, multiscale
model integration through the DFT-derived inter-atomic bonding and AGF-derived trans-
mission functions, treatment of interfaces with dimensional discontinuities, and extraction
of polarization-specific spectral information.

The penultimate section has highlighted the correlation between AGF models and ex-
perimental results. Although promising agreement exists, much work remains in order for
this simulation approach (and others) to graduate to a truly predictive role in thermal en-
gineering. The main obstacles remain uncertainty of local interatomic bonding at hetero-
geneous interfaces and unknown local geometries (e.g., lattice orientation, contact area)
in practical interfaces that are inherently rough and/or contain many nanoscale objects,
such as carbon nanotubes. Given these limitations, future attention should focus on atomic-
scale imaging (e.g., transmission electron microscopy) and chemical analysis (e.g., electron
spectroscopies), as well as robust process models that can predict with quantitative, statis-
tical confidence such heterogeneous interface geometries, without resorting to complex,
expensive, and time-consuming experiméiitgor all such developments, closer collab-
oration among experimentalists and theorists, and among scientists and engineers, will be
essential.
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